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PREFACE

The material in this book was assembled to support a series of lectures to be

given by the authors in Europe in June 1965, under the sponsorship of the Advisory

Group for Aerospace Research and Development, an agency of NATO.

The general subject of Space Vehicle Control Systems is the subject of dis-

cussion with particular application to the present Manned Lunar Landing Program. The

man-machine interaction along with requirements of the mission are first described.

These mission requirements in terms of specific hardware along with the performance

requirements and underlying reasons for choice are next explained. L_stly, the

theoretical background, the system analysis and the derivation of the control functions

to integrate the hardware into a precision guidance, navigation and control system are

discussed. The book is organized into seven sections following the pattern of the

lecture s.

Section I provides historical background to the fundamental problems of guid-

ance and navigation. The basic physical phenomenon and associated instrument

techniques are discussed.

Section II continues with background information going more specifically into

the problems and approach of the guidance, navigation and control of the Apollo manned

lunar landing mission. This section illustrates some of the basic philosophy and

approaches to the Apollo tasks, such as the success enhancing decision to provide

equipment that will perform all necessary operations on-board and using all ground based

help when available.

Section Ill concerns in detail the analytic foundation for performing on-board

calculations for navigation and guidance. The achievement of a unified and universal

set of equations provides an economy in on-board computer program to perform all the

various mission tasks.

Section IV covers in detail the mechanization of the inertial sensor equipment

of the Apollo guidance and control system.

Section V provides the same visability into the optical navigation sensors and

measurement techniques.
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Section VI t)roviclc_ Stick, round and specific _echniques in _he mechanization of

on-board di_ikJl con_tm tcr,_- ++xi).>icatic_ to the Al)o}Io mission ilJustrales several pro-

blems of intercsi sttctlas _,hc n_eihodfor pro_idin_ rcasonnble and straightforward

astronaut data iui_u_ an(i readout.

Section VII concerns ilie specific i_roblems and solutions of vehicle attitude con-

irol under conditions both of rocket powered flight and the free-fall coast conditions.

The Apollo mission provides a diversity of examples of this area of technology in the

control schemes of the command and service module, the lunar landing vehicle, and

the earth entry return configuration.

The genera] problems of Space Navigation, Guidance, and Control requires a

great variety of discipline frorn the engineerir_g and scientific fields. The successful

completion of any one space mission or phase of a space mission requires a team effoi_t

with a unified approach. Of equal importance are the software deliveries and perforrrf-

ance with the hardware. This lecture series is an attempt to integrate many of the

disciplines involved in crcai£ng successful and accurate space vehicle control systems.

These lectures represent, on every ones part, an interplay between equipment

and theory. While in each case emphasis may be on one or the other, in the whole

equal emphasis is applied.

All sections may be treated as separate entities however in the case of Section Ill

through VII it is helpful to have the background of Section If. There is cross reference

between sections to avoid unnecessary duplication.

It is observed that the authors have emphasized the Apollo mission and hardware

as examples in their treatment of the subjects. This is partially because of their inti-

mate familiarity with Apollo in the development work at the Instrumentation Laboratory of

MIT and partially because Apollo provides, in an existing program, an excellent example

in its multiple requirements and diversity of problems. Because Apollo is currently

under development, no particular attempt has been made to make reference only to the

latest configuration details. Indeed the authors have utilized various stages of the

Apollo development cycle without specific identification in every case as they provide

the guidance, navigation, or control technique example desired.

The authors wish to express their appreciation to NASA for the opportunity to

participate in the lecture series and for permission to use material from the research

and development contracts NAS 0-153 and NAS 9-4065. They also recognize that this

does not constitute approval by NASA of this material. In addition, they wish to thank

the many members of M. I. T. 's Instrumentation Laboratory; who are working on the

Apollo system, for their inspiralion and generalion of material.
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Part IV

INERTIAL MEASUREMENT

UNITS AND PULSE TORQUING

CHAPTER IV- 1

THE APOLLO INERTIAL MEASUREMENT UNIT

INTRODUCTION

The Inertial Measurement Unit, IMU, provides three fundamental functions in

a space guidance system. It established a non-rotating computing coordinate frame

oriented to a desired inertial reference such that acceleration is measured in that

frame. It provides information to a guidance computer of the orientation of that

coordinate frame with respect to the control member, the spacecraft. It provides

a measure of the specific force of the spacecraft (usually the integral of the spe-

cific force) in suitable form to the guidance computer.

The Apollo IMU is a three degree of freedom gimbal system utilizing inte-

grating gyroscopes to detect angular deviations of the stable member with respect

to inertial space, and to provide along with their servo electronics the establish-

ment of a non-rotating member. On this stable member are three accelerometers

in an orthogonal triad. The accelerometers are single degree of freedom pendu-

lums with a digital pulse restraining system. Angle information as to the

orientation of the computing coordinate frame, stable member, with respect to

the navigation base is derived from a two speed resolver system mounted on each

axis of the IMU. This resolver system provides knowledge of the stable member

to both the astronaut and to the computer: to the astronaut by the means of a ball

indicating system with resolvers servo controlled to follow the resolvers on the

IMU. The ball has the same gimbal order as the IMU. The same resolver

system by means of a Coupling Data Unit, CDU, provides to the computer quantized

angle increments for changes in gimbal angles. The CDU couples angle informa-

tion to and from the guidance computer, performing both analog to digital and

digital to analog conversion.

Thermal and Mechanical - The Apollo Inertial Measurement Unit (IMU) is a

three degree of freedom gimbaled system. The reasons for using this inertial

measurement configuration have been previously stated. The IMU is described

from the stable member to the case using Figure IV-I. The inertial components

are (3) three single-degree-of-freedom Inertial Reference Integrating Gyroscopes

IV- 3 //
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(IRIG} and (3) three single-degree-of-freedom Pulsed Integrating Pendulums (PIP}.

These components are mounted on the inner member which is referred to as the

stable member. It is the member which will be non-rotating with respect to the

fixed stars except by the drift of the gyroscopes. The stable member also contains

necessary electronics. Three degrees of freedom are obtained by coupling the

stable member to a middle gimbal by means of an intergimbal assembly to provide

one axis of rotation. Likewise a degree of freedom is provided between the mid-

dle and the outer gimbal and the outer gimbal and the case. Mounting pads are

used as a means of precision alignment of the case onto the navigation base.

The gyroscopes and accelerometers are temperature controlled. The case of

the IMU provides a hermetically sealed environment containing air at atmospheric

pressure with leak rates less than 10-5CC of He]sec equivalent. There is in the

case an integral coolant passage for a heat sink. This integral coolant passage is

formed by placing a pattern on a sheet of aluminum. This sheet of aluminum is

roll bonded to another sheet except in the area of the pattern where no bonding

takes place. The piece or case is formed and machined to the proper dimensions.

The coolant passage is then inflated using air to form a coolant passage where the

pattern has been placed. This provides a means of making a leak free integral

coolant passage over a spherical surface. Water and glycol at 7°C from the

spacecraft coolant system is circulated at a rate of 15 Kg/hour and the pressure

drop in the IMU is less than 703 Kg/M 2. The required operation of the IMU is for

ambient pressure of zero for 14 days and environmental extremes from -18°C to

+ 65°C. It may see these ambient structure temperatures depending upon orien-

tation of the spacecraft with respect to the sun. The temperature of the gyroscopes

and accelerometers is controlled by means of a thermostatic control system.

Heat flow is from the stable member to the case and coolant. Around the stable

member is a dead air space. The gyroscopes are controlled to 57°C and the

accelerometers to 54°C. The major source of power is in the gyroscope wheels

with smaller amounts in electromagnetic components such as torquers. A pair of

blowers on the outer gimbal provide heat transfer by moving air over the middle

gimbal and the case. There is insulation over the case that is shown in

Figure IV-2 primarily because the case will be below the dew point. This is

particularly true at the launch at Cape Kennedy. A mercury thermostat senses

the stable member temperature by being mounted on the appropriate position of

the stable member. A single thermostat is used to control the temperature of

six inertial components. The thermostat energizes an end-mount heater on the

pendulum, and end-mount heaters on each end of each gyro, and two stable member

heaters, The inertial components have a vacuum shroud around the cylindrical

wall to prevent circumferential gradients. All heat flow is thus axial which is

IV-5
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done to reduce uncertainty torques. The thermostat dead zone is 0.17°C. A

thermostat heater is used to prevent long delays and to control the limit cycle

amplitudes of the inertial components. This heater is the anticipatory heater.

Fixed heat is applied to the thermostat to set the absolute temperature of the

inertial components.

Mounted on the outer gimbal are a pair of blowers, one on each end of a

diameter. These also are thermostatically controlled, their purpose is to increase

the dynamic range of the temperature control loop in the presence of environmental

disturbances. Each inertial component is held to a constant temperature 4- 1/3°C

under all environmental temperature and pressure design conditions. The blower

control loop is required only under conditions of high environmental conditions or

high heat dissipation on the stable member. About 18 watts are dissipated under

normal operating conditions on the stable member. The principal portion of this

power is in the gyro wheels, about 14 watts. A complete temperature control

diagram is shown in Figure IV-3. The principal problems of design have been the

reliable control of six inertial instruments with a single thermostat and the design

of a precision temperature control system both under accelerating and free fall

conditions with wide variations in the environmental disturbances. The temperature

difference between IRIGs and PIPs is adjusted by properly proportioning the amount

of power in each heater. This balance is obtained by adjustment of R 1. (Refer to

Figure IV-3 and IV°4). As the power required to maintain the thermostat in its

limit cycle operation is varied (because of environmental or power changes) the

temperature error of the IRIGs and PIPs can change proportional to the power

required. This proportionality can be adjusted to be either plus or minus, and is

adjusted to zero. This results in a zero temperature error, or very nearly so,

over the full power range possible. There is a fixed bias heat applied to the PIPs

to bring them to their operating temperature under normal conditions. As the PIP

temperature deviations are subject to gyro power dissipation, this fixed heat is

from the same power supply as the gyro wheels.

The performance of the temperature control system may be seen in Figure

IV-5. The thermostat cycle of operation at 50% duty cycle is 0.17°C while at

the same time the gyroscope limit cycle has been attenuated to 0.36 millidegrees

C ° and that of the accelerometers to 5 millidegrees C °. The stable member

temperature continues to drop as the control power is increased as one would

expect. But the inertial component temperature remains constant throughout the

power range. The blower extends the dynamic range of operation, is used

infrequently and is limit cycled by a thermostat. There is a separate sensor to

detect temperature out of limits to caution the astronaut should this occur. In

addition, high limit mechanical thermostats are used in every heater power line

!-j
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to prevent an over heated condition. These are set to open the heater power at a

temperature of about 5°C over the normal control temperature. These have been
#

rarely used but when necessary have prevented damage to valuable equipment.

The GSE (Ground Support Equipment) heaters and sensors have been provided

for ground handling. The IMU once assembled is maintained at temperature. This

necessitates times and places of operation where normal power may not be avail-

able. Separate heaters and sensors are provided isolated from airborne control.

Thus it is possible with the system in the spacecraft to be maintained at temper-

ature with a portable temperature controller with normal power off or on.

Vibration - Before proceeding into the vibration environment it is well to

discuss some of the mechanical construction features. The stable member itself

is a sintered block of beryllium with drilled holes for each inertial component.

These inertial components are pre-aligned in a test stand and assembled into the

stable member in an aligned condition. This saves considerable adjustment of

alignment at later stages of testing. A pre-wired harness with connectors is laid

on to the stable member and interconnection is made. At each end of the stable

member are intergimbal assemblies. These house the slip rings to electrically

interconnect rotating members. The slip rings are 40 or 50 circuit elements

depending upon axis location, the larger number required at the middle and outer

axis. Much effort has gone into the design of reliable rotary slip rings which

will give unlimited angular freedom of motion. There is a double pair of brushes

for each circuit spaced 0. 64 mm apart. Each circuit with two feet of #30 AWG

has less than 1/3 of an ohm resistance. Electrical coupling does take place

between adjacent circuits. Coupling is approximately inversely proportional to the

spacing between circuits. With proper selection of circuit placement on the slip

ring cross coupling effects can be reduced to negligible amounts. Each contact is

rated for 2 amps of current. Only heater power utilizes this much current while

everything else is less than 1 amp. High current carrying load slip rings are

paralleled for reliability reasons. Early design considerations allow for about 10%

spares. As the design progresses toward maturity these spares are usually

reduced and finally all utilized for redundancy.

The gimbal construction is spherical. Gimbals are interconnected by means

of an intergimbal assembly which contains the resolvers, dc gimbal torque motors,

slip rings, stub shaft and a duplex pair of preloaded bearings. Surrounding the

stable member is the middle gimbal, and surrounding the middle gimbal is the

outer gimbal which is next to the case. The intergimbal assemblies contain

either a resolver or a dc torque motor. Each axis utilizes one dc torque motor

and a single resolver which is both a single speed resolver and a'sixteen speed

resolver utilizing the same excitation winding. In addition, on the inner axis is a

*This work done by Edward S. Hickey, MIT Instrumentation Laboratory
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gyro error resolver to resolve X and Z gyro error voltages by the angle of the

inner gimbal. Each axis has a duplex pair of preloaded bearings. These inter-

gimbal assemblies are again made of beryllium for the housing and stub shaft in

order to decrease weight.

The IMU, as a mechanical element, forms a system of masses, springs, and

dampers, with non-linear behavior. As a complex mechanical system it will

resonate at certain frequencies. The lowest frequency resonant vibration ratio of

the amplitude of the stable member to that of the input to the case is the greatest.

This ratio, called transmissibility, is non-linear in that the ratio decreases with

increasing input amplitudes. The elements must be structurally sound enough to

withstand the flight environment. Shown in Figures IV-6 and IV-7 is the trans-

missibility of the IMU. The expected flight environment is less 0. 044 g2/cps.

Each IMU is given a workmanship vibration test from 20 to 2,000 cps at least

1 grms input along each axis.

The resonant peaks may be reduced by adding vibration dampers along each

axis which provide a Coulomb friction force for motion along the axis but which

do not change the friction torque about the axis.

Gyroscopes and Stabilization - The gyroscopes used are single-degree-of-

freedom integrating gyroscopes of a type previously described. (i) The angular

momentum is _6 gm cm2/sec developed by a wheel support by a pair of preloaded

ball bearings with a 13 n preload. This wheel has a hysteresis ring on it with a

motor stator surrounding it on the inside of a spherical float. The float is a

beryllium member again designed to yield the highest ratio of wheel to float weight.

Flexible power leads carry power from the case to float. These power leads

create less than 1/2 dyne cm of torque on the float. The fluid used for buoyant

support is a brorninated fluorocarbon with a density of 2. 385 gms/CC at 58°C. The

fluid is fractionally distilled to yield polymers of approximately the same length

and nearly the same viscosity. This prevents fluid stratification under operating

and storage conditions. The damping about the output axis is 4.6.105 dyne

cm/radian/sec. In addition, to the fluid support there is an electromagnetic

suspension system to provide both axial and radial suspension of the float with

respect to the case. Such suspension systems have been previously described. (2)

The axis definition for the instrument has previously been described. Shown

in Figure IV-9 is the signal generator which develops a voltage modulated by the

angle of the float with respect to the case, Ac_ f. This is the rotation of the

stable member about the gyro non-rotating input axis. There is with each gyro-

scope a set of prealignment hardware. This provides integrally with each pre-

aligned instrument the following items:

IV-14

/





OZO

0

0

©

0

0

IV- 16



A. Suspension Capacitors for Microsyn Suspension

B. Temperature Sensor Normalization

C. End Mount Heater Pre-aligned to Gyro IA.

D. Torque Generator Normalization

E. Signal Generator Preamplifier with normalized gain

The gyro is prealigned on a test stand with the input axis aligned about the output

axis relative to a slot in the mounting ring. The alignment is carried over to the

stable member where a pin is precisely located to pick up the slot.

The use of prealigned components has made assembly techniques simpler and

has brought about excellent correlation between component and system performance

of the gyroscope. Deviations in performance between component and system are

less than 10 meru (milliearth rate unit). 1 meru = 0.015 degrees per hour.

Each gimbal axis contains adc torque motor used to null the deviations of

the gyro input axis with respect to the case. These direct drive motors have been

designed with sensitivities of 1 65 nm/amp. The gyro error signals are fed to

the gimbal servo amplifier which with its proper dynamic compensation are used

to stabilize the inner member. The performance of the gimbal servos is best

described by their ability to attenuate angular deviations of the stable member in

the presence of torque disturbances. Shown in Figure IV-10 is the performance of

each axis of the IMU gimbal servo. Among the design problems are the mode

switching from coarse align (resolver control) to fine align (gyro control), synchro-

nization from turn-on or switch over conditions, performance under power supply

changes, gain changes from geometrical variations, and torque disturbances.

Gyro torquing is required for precision alignment of the stable member at

prelaunch and for in-flight alignment. The fine alignment procedure and mecha-

nization has previously been described. The gyroscope has a torque generator

used in a digital torque command loop. This loop accepts commands from the

computer by a pulse train with equal pulse width spacing. The torque commanded

is a constant magnitude and modulated only by the time interval. The computer

could thus command one equivalent pulse incremental angle (2zr/221 radians/pulse).

One precision current switch is used for all three gyroscopes and the commands

are multiplexed in one selector network. The torque level control will be described

later. (See Chapter IV-2) The torque generator is normalized in gain to command

a fixed angular velocity for a fixed current. This digital angle command from the

computer to the IMU permits the stable member to be oriented within the uncer-

tainty of the angle read system (_ 0 = 40 arc sec). It furthermore, has the advan-

tage of no current applied to the gyro during periods other than alignment. The

gyroscopes are oriented on the stable member with Y and Z gyro output axis along

IV- 17 :- "Y"
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Xsm. This axis is usually aligned along the thrust axis. This inertial compo-

nent orientation reduces the acceleration sensitive torques in the gyros. The Y
sm

axis is usually aligned such that it is normal to the plane of maneuver. For this

reason the X gyro SRA is along Ysm as can be seen in Figure IV-If. For the

same reason the Z SRA axis is along ¥sm"

The largest error contributors per unit of error following any maneuver are

the premaneuver errors. That is to say that the effects of gyro drift during

thrusting create less error uncertainty in position and velocity at the end of thrust

period than those misalignments due to drift between alignment and start of thrust.

The error in free fall from the time of alignment to the start of any acceleration

maneuver is time dependent upon the gyro non-acceleration sensitive drift (bias

drift). As an example the ratio of error created by 1 meru of drift for 15 minutes

prior to the start of translunar injection to that error created by the same drift

during thrusting is approximately 400:1. A table of error coefficients for two

thrusting maneuvers are shown in Figure IV-12, and Figure IV-13. This same

fact is readily apparent. Every effort has been made to reduce gyro bias drift

uncertainty and magnitude.

The torque generator has been designed to be dc torqued with low residual

magnetism uncertainty torques. It is a twelve pole stator with an eight pole rotor

creating 4500 dyne cm of torque with a current excitation of 0.1 amps. The

beryllium separator prevents the use of the microsyn excitation as a reset coil or

degausser for the rotor. Dipole storage in the rotor and stator would create

residual torque in the gyro and this torque magnitude and sign would be a function

of its past history. It would be possible to return the state of the magnetic

material to its original condition in most cases by appropriate commands from the

computer. However, the use of a reset coil with ac excitation from the microsyn

excitation voltage supply serves to keep the state of the magnetic material constant

following any pulse torque commands from the computer. There is a winding

around each set of three poles which acts _s a reset winding for both rotor and

stator. Further use of this reset winding may be made if one recognizes that if

the flux through one stator pole were unbalanced there would be a torque created

on the float. The bias compensation winding on pole nine is used to create a

torque equal and opposite to all the non-gravity sensitive torques and thus reduce

the bias drift to zero. The torques creating bias drift come from two sources:

flex leads, and microsyns. The microsyn torques are proportional to the microsyn

excitation voltage squared. The bias compensation winding torque changes due to

excitation voltage changes are exactly equal and of negative polarity relative to the

microsyn torque changes from the same source. Only the flex lead torque magni-

tude may be compensated by the bias winding.
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The microsyn excitation for both gyros and accelerometers is from a single

source located in the power and servo assembly, PSA. The voltage level on the

IMU stable member is stable to within 1% of the value required (2 volts for the

PIPs and 4 volts for the IRIGs) under the design disturbance conditions. The

magnitude and phase of the voltage on the stable member is controlled. All ac

power supplies are synchronized to the guidance computer clock. Also dc to dc

converter or dc supplies using multivibrators as ac sources for rectification are

also synchronized to the computer. The method of synchronization is to use a

multivibrator which will free run at a lower frequency without the computer

pulses. This will assure operation of the IMU power supplier in the event of a computer

failure. With the computer pulses these supplies will be synchronized. In addition,

the microsyn excitation supply voltage is phase locked to the computer. The

voltage stability and phase stability is required at the inertial component. For

power transmission there is a step down transformer on the stable member. This

reduces the slip ring current and the voltage drop effects due to slip ring, cable

and connector resistance. The stable member voltage is sensed at the primary

transformer side and compared to a voltage and phase reference. Phase is con-

trolled to within _= 1/2 ° of the computer reference. On the stable member each

PIP has the same length of wire from the transformer to the PIP input terminals

on the instrument.
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CHAPTER IV-2

THE PULSED INTEGRATING PENDULOUS ACCELEROMETER (PIPA)

Basic Operation - The PIPA block diagram is shown in Figure IV-16. The

inertial sensor is a single-degree-of-freedom pendulum with a pendulosity of 1 ]4 gm

cm. The pendulum is mounted on the stable member and is non-rotating with

respect to inertial space. The signal generator is a variable reluctance device

termed a signal generator microsyn. It is excited from a sinusoidal source which

is synchronized and phase locked to the guidance computer. The signal generator

output is voltage modulated by the angle of the pendulum float with respect to case

(Ac_ f) and the float angular velocity (Ac_f). The voltage may be considered to

contain only float angle information. This signal, amplified, is used in an inter-

rogator. The interrogator is a peak detecting device used to determine sign and

magnitude of the float angle at discrete times. These discrete times are the

computer clock times (AT) synchronized with sinusoidal excitation. Only float

angle sign is determined and the operation is binary. The interrogator output is a

command to torque the float angle to null. The current switch directs a constant

current source into either the odd poles or even poles of an eight pole torque

microsyn. The torque generator creates a torque either positive or negative

proportional to the square of the current in the windings. Current is controlled

constant by comparison of a precision voltage reference with the voltage drop

across a precision resistor in the current loop.

Dynamic Operation - The basic loop equation is neglecting uncertainty torques

about the output axis and making the small angle assumption: Cos Ac_ f = 1,

SinAc_ 1 =Ac_ f.

J AI-f + C /_c-f -- Mtg + ml aiA (IV-l}

Where

J = Float Inertia

C = Damping about the output axis

Ac_ f = Float angle with respect to the case (c-f)

AI_ f = Float angle with respect to Inertial Space
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Mtg = Torque generator torque

aiA = Acceleration along the input axis

VIA _- aiA dt

Integrating yields

SoJ AI-f + C Ac_ f + Initial conditions ; o Mtgdt + ml aiA dt

Considering the float storage and initial conditions for the accelerometer as

an error (velocity stored, V s)

V s = Mtg dt + ml VIA

_tml VIA- V s = - Mtg dt (IV-2)

O

Since Mtg is controlled to be constant and permitted to change sign only at

discrete times (AT) the integral may be replaced by summation:

n+p
V"

VIA - V s =- )_ Mtg AT = AT Mtg (n-p) (IV-3)
ml

0

where n = number of negative torque commands

p = number of positive torque commands

Neglecting for the moment V
S

AT (n- p) (IV-4)
VIA -- ml

AT
The accelerometer scale factor (SF) is then :.vltg

ml per pulse and the inte-

grated acceleration or velocity increment per pulse is the scale factor. The net

velocity is the net number of minus and plus torque commands, (n - p) sign

considered, times the scale factor.

The torque is constantly applied and only switched in direction. The system

then behaves as a relay system with a delay due to sampling but no hysteresis.

The system limit cycles and the limit cycle behavior is of importance near zero

input acceleration as the stored velocity is a function of the magnitude of the limit

cycle. The dynamic behavior may be described by collecting together all linear

elements (the pendulum, amplifiers, signal generators, etc) as G (s) and the

switching of torque as a relay either at + 1 or - 1 together with the sampler as

N (s). (See Figure IV-19)
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This loop will oscillate when

0 G (s) N (s)
I = 1 + G(s) N(s)

or

1 + G(s) N(s) = O

G (s) 1
- N(s)

Consider for an example only the dynamics of the inertial component as the

linear plant.

G (s) _- K (IV-6)

s(l+ _)

The non-linear element, the switch, may be treated using the describing

function technique. (3) The gain-phase plot of these two functions G (s) and - 1
N (s)

-I

are shown in Figure IV-20. The intersection of G (s) and _-_) would indicate

that oscillations would exist at infinite frequency of zero amplitude. This however,

neglects the phase delay due to sampling. While the phase delay due to sampling

may be introduced on the gain phase plot it is equally valid to introduce it on the

phase plot alone. The limit cycle oscillation is constrained by the interrogator

to have a period of integral multiples of the clock time, AT. The stored velocity,

Vs, is proportional to the magnitude of the limit cycle and it is therefore, desirous

to have it small. The phase delay due to the sampler is 2_r where n is the number
n

of AT's per cycle in the limit cycle. The addition of the phase delay to G(s) shows
-I -I

intersections with N--_ and thus satisfies the conditions for G (s) = _-_ . The

moding or limit cycle may be described as 1:1 where there is one sampling pulse

per half cycle. A n:n mode is where there are n sampling pulses per half cycle.

The phase delays are shown as lines of phase shift at frequency _0 = _ .

The illustrated graph shows as possible limit cycles either the 1:1 or 2:2 mode,

and it is impossible to have a 3:3 or higher mode limit cycle operation.

It is possible here to decrease the moding by decreasing the ratio of J/C.

For a physical instrument the value of J is fairly firmly established and not much

alteration is possible. However, a fairly wide viscosity range of damping fluid

is possible. This would seem to indicate that increasing the damping would re-

duce the limit cycle to its lowest mode. Such is usually the case; however, one

must now consider the signal-to-noise ratio of the instrument. As the damping

increases the float motion decreases. It becomes then a question of the smallest

detectable float angle. That is to say what is the minimum angle from null at which

you can positively identify the float angle as positive or negative.
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From previously,V s = JAc_ f + C Ac_ f + Initial Conditions. Assuming initial

conditions are zero and near null the minimum angle of detection is A = Ac-f m"

At this point the damping torque is much greater than the inertia reaction torque

therefore.

IVItg (IV-6)
Ac-f = C

J

V s =_" Mtg -_ C Am (IV-?)

The damping for minimum stored velocity is

C _ (IV-8)

--_ A m

This relationship is heuristically correct in that a smaller detectable angle (higher

signal-to-noise ratio) will permit increased damping. While decreasing J will reduce

the float time constant. Increasing torque, Mtg, will in the same time interval

increase float angle equivalent to reducing A
m

PIP - The physical inertial component, the pendulum (PIP), is a single-

degree-of-freedom pendulum. The pendulum is floated both to reduce friction

uncertainty and to provide damping about all three axes. The output axis damping

is to provide good dynamic behavior while the damping about the other axes are to

provide geometrical stabilization of the float with respect to the case• This is

necessary to assure stability of performance. There is an electromagnetic sus-

pension system called ducosyn to provide both axial and radial centering forces to

additionally stabilize the float with respect to the case• The float is a hollow

cylindrical beryllium piece with ferrite rotors cemented on each end. There is a

pivot shaft used for axial and radial stops of the suspension system. The pendu-

losity, 1/4 gm era, is adjusted by a pin and screw which also serve as the output

axis stop limiting rotation of Ac_ f to less than _- 1 °. On a diameter perpendicular

to the pendulous axis are two screws used to achieve flotation. Surrounding the

float is the damping block. The damping fluid and the clearances between the

float and the case set the damping to about 120,000 dyne cm/radian/second. Located

in the damping block are four bellows for volume compensation. On each end is

the end housing which has the electromagnetic suspension system on the inner

rotor and the signal generator or torque generator on the outer rotor. The rotor

itself is a one piece device. The torque generator is an eight pole device with

windings on the even poles for negative torque and on the odd poles for positive torque.

The torque is proportional by the sensitivity of the torque generator, Stg, and

to the square of the current. The damping fluid is the only mechanical connection

between the float and the case. This has made a pendulum with a friction uncer-

tainty level of less then 0.02 dyne centimeters when only the suspensions and signal
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generator are excited. Thefloat inertia aboutthe pivot as outputaxis is approxi-
mately 14gm/cm2. The float time constant, J/C, is about 100 microseconds. The

pendulum time constant for the float with the input reference axis and output axis

perpendicular to gravity is eight minutes.

The signal generator is an eight pole device with limitations identical to those

of the torque generator. It uses a primary excitation and a differential center tapped

secondary. The signal generator is resistive and capacitive tuned for a second

order system damping ratio of nearly unity and natural frequency slightly greater

than the carrier frequency. This prevents excessive phase delays of the signal

generator from affecting the moding and yet reduces high frequency noise generated

and picked up in the signal generator.

The effects of an elastic restraint, K, may be seen by considering the basic

equation:

J AI-f + C Ac-f + KAc_ f = Mtg+ ml aiA (IV-9)

K -- elastic restraint coefficient

for the average values of the angle Ac_ f. This eliminates the limit cycle when

considering small inputs.

J Ac_ f +CAc_ f + KAc_ f = ml aiA (IV-10)

Considering the inertia reaction torque small with respect to the damping torque

and elastic restraint torque

C Ac_ f

Ac_f

+K.R
c-f = ml alA

E1- K - e

(IV-11)

This is to say a finite positive K reduces the average angle through which

the float will rotate. Any elastic restraint will alter the time at which an output,

AV, will be indicated. A positive K will increase the apparent integration time

and a negative K will decrease the apparent integration time. The limiting positive

K ease shows an interesting concept. Consider that there corresponding to a AV

an equivalent average float angle AA.

A/_ A AT Mt_ At (IV-12)
= -- C

For a steady state case as t-------_ac
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A
c-f

= AA as a necessary condition for integrating an input

acceleration

ml aiA Mt_
K = C

AT

C aiA
ml aiA C (IV-13)

or K _ M AT - AV

This shows the minimum detectable input acceleration under conditions of a finite

elastic restraint. Furthermore, this shows that increasing C reduces the effect of

elastic restraint. We again return to the criteria of the minimum detectable angle

A m . For the optimum damping

K < aIAml _ aIA _---_m (IV-14)
= AT Mtg =

Refer to Fig. IV-22. The torque generator flats to create a pseudo-salient pole

are not just a single planar surface. There a multiple planar surfaces near the

cylindrical rotor portion designed to reduce the elastic restraint to a negligibly

small value. The accelerometer itself is the best means of measuring the elastic
2

restraint coefficient. The minimum detectable acceleration is below 0.05 cm/sec .

Scale Factor and Bias - The constant current loop with the reference and

switching is shown in Fig. IV-23. A d.c. differential amplifier compares the

voltage drop across a scale factor resistor with that of a precision voltage refer-

ence. The torque generator of the PIP is a V connected microsyn torque generator.

Torque is developed proportional to the difference of the squares of the current in

odd poles and even poles. Switching of current is controlled by appropriate drive

voltages to the basis of the switch transistors for M + or M- . The network of
C C

resistances and capacitance associated with each torque are chosen to make the

L 1

impedance of the switched network resistive. That is to saY_R 1 =R1CI"

This for the amplifier has the output impedance always resistive. As will be

shown later it is desirable to have the voltage across the compensated windings as

high as possible to reduce the current rise time. However, the upper limit is control-

led by the breakdown voltage of transistors used in this switching application. The

amplifier gain is chosen to reduce the effects of supply voltage disturbances to

acceptable limits. The dynamic response of the amplifier is chosen to reduce the

current squared effects due to supply voltage changes to an acceptable vaue.

Y

I Y RSF K
+ 1 (IV-15)

_- = Ts+l
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For a change of E of 10% or 12 volts the gain, K _- 200,000, is determined such
s

that the current changes are less than i0 ppm _',_. Dynamic response of the control

loop, principally controlled by the amplifier, is set to minimize current transients.

Loop compensation is required for stability and also to control current transients

due to switching. The current rise time for the current in the torque generator

(I I, 12) is desired tobe a small as possible. The amplifier, drive impedance is

tuned to be resistive to minimize current transients. Thus the torque generator

impedance is tuned to be resistive with the addition of a resistor and capacitor.

The current rise time, L I/R 1 is then controlled by R 1 since L 1 is controlled by

the torque generator. The current requirement, ISF, is determined from the scale

factor requirement and the torque generator sensitivity. This leaves only the

supply voltage, E S, as the variable for R 1 determination. The desire to increase

R 1 is then determined as a compromise between the desire to increase Rland

the limitation of E S for voltage breakdown reasons, VCE, of the current control

transistors. Based upon the current state of the art for reliable producible

transistors 120 volts was chosen as a suitable compromise. In the steady state

case this leaves about 80 volts across C 1 or C 2.

The stability of the current loop is determined by two other important items,

the scale factor resistor and the voltage reference, call Precision Voltage Refer-

ence, PVR. Precision resistors with low temperature coefficients are commerically

available. The method used for setting the desired conductance is to normalize

all PVR's to a particular value, 6. 000 volts and then adjust two fixed values R L

R L
and RSF with the ratio between i00 and 1300:

RSF

With this method precision adjustment is possible by the use of the poten-

tiometer. Resistance stability is generally better than 3 ppm/year with temperature

coefficients of less than 3 ppm/C ° deviation. The Precision Voltage Reference

* This work done by James L. Sitomer, Instrumentation Laboratory.
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is a cascaded zener diode voltage source.

-K K
6. 000 VOLTS

O_TPVT

The second stage is chosen for a voltage where the temperature coefficient of

the diode is nearly zero. This is slightly greater than 6 volts which is the point

at which the temperature coefficient changes sign. The resistor divider network

on the output is the normalization of the PVR to 6,000 volts. Voltage deviations

of the PVR are less than 10 ppm/year with changes due to temperature less than

3 ppm/C °. This then forms the major portion of the constant current loop.

As in any accelerometer the stability of parameters in one of the most im-

portant considerations. From previously

SF -- St_ i2 AT
ml

a-_tg dStg DSF aSF OSF dml (IV-16)
dSF -- _SF + a--i-- di +_--_ ÷ _ ml

dSF dSt_K + _ +2 di dAT dml

SF - Stg 1 AT ml

This is the fundamental relation describing stability of the scale factor.

Mechanization is required to minimize these changes. The pendulosity is very

stable. The current control has been previously described to minimize c_i. A
1

single computer pulse train is used for switching the torque. As a precaution

against any modulation of the switching pulse amplitude and the resulting timing

changes a second pulse train, interrogration pulse, which precedes by a short time

the switching pulse is used to set the state of the gates to allow switching with the

switch pulse. This eliminates any apparent elastic restraint effects which might

result from summing the float angle information with the switching pulse.

The primary scale factor stability parameter is the torque generator sensi-

t ivity.

The torque generator sensitivity is proportional to the permeability and in-

versely proportional to the gap. The gap is controlled by the magnetic suspension

IV-4t
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system with radial force restraints of II. 6 n/ram and about 1/20 this stiffness for the

axial restraint.

The stabilization of the permeability requires a number of things. First a

review of the torque generator will show that at the stator locations between poles

there are alternate locations of d.c. and a.c. flux. These d.c. flux regions are

locations where memory can be maintained. This memory may be erased by the

reset coil which has an a.c. flux in the back iron of the stator. The rotor memory

is erased by the suspension system through the one piece rotor.

The quality of any accelerometer is determined by its performance stability.

The bias, ab, of the accelerometer (output with no input) and its stability has

another relationship. The torque generator is compensated to the resistive. Upon

switching, the current in one winding decays exponentially, while it rises exponen-

tially in the other winding. The torque is proportional to the difference of the square

of the current.

Mtg= Stg (i 2 - i22 )

If Mtg is integrated over one limit cycle period and averaged the bias due to the

torque generator is obtained.

_2n AT

Mavg- 2n AT
o

.2
- 12 )dt =ml a_D

Thus bias acceleration, ab, is proportional to difference to the current rise time.

AV T2 - T1

ab - AT 2n AT (IV-17)

It is important to have these two times identical or the bias would be a function

of the period 2n AT. The accelerometer itself is the best instrument to use to

adjust these two rise times to be identical. By introducing a phase delay (decreasing

the damping for example} the moding may be altered. Then the change in bias

is proportional to the current time constant differences.

The other parameter of primary significance in an accelerometer is the

alignment and stability of the input axis. The mounting flange can be seen on the view

of the pendulum. On that flange is a slot. The surface of the flange and the slot then

form the reference alignment directions. The stable member contains the mounting

surface and pin with the proper tolerances. The input axis is aligned about the output

axis by rotating the PIP with respect to the slot. The mounting flange contains two

rings which have mating spherical surfaces. Alignment of the input axis about the

pendulous reference axis is obtained by sliding between these surfaces. The two

rotations are uncoupled for small rotations. The pendulum is thus prealigned prior to
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its assembly into the IMU. Like the gyro it also contains a module of the necessary

suspension capacitors and other normalizing components. For alignment reasons this

module fastens into the stable member and not the pendulum.
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CHAPTER IV- 3

THE COUPLING DATA UNIT (CDU)

The Coupling Data Unit, provides the central angle junction box between the

IMU, Optics, Computer and certain portions of the spacecraft analog electrical

interfaces. There are three basic portions of the CDU. They are the angle read

system or analog to digital conversion process, the digital to analog conversion

process, and a portion of the moding controls for the guidance system. The analog

to digital system will be covered in some detail and other portions only mentioned.

Analog to Digital Conversion - Angle information is stored in a two speed

resolver system of a control member, for example a gimbal axis or an optical

axis (see Figure IV-24.) The output of the resolver is proportional to sin0, cos e,

sin n0, cos n 0, where n is a binary number. Tt is a common technique to have

both the single speed and multiple speed resolver use the same iron and utilize a

single excitation winding. The second excitation winding space phased 90 ° with

respect to the primary excitation is used for electrical zero adjustment. The ele-

ments of the angle read system are an analog multiplication of the resolver output,

an analog summation, a sampler and quantizer, a storage counter to control the

analog multiplication, and a.e. switches controlled by the counter to gate inputs

to the analog multipliers.

The equation mechanized is:

sin0 cos_ -cos0 sinV7 = sin (0-Rb)

cosO cosVJ + sin0 sinVJ = cos (0 -¢)

Where ¢ is a quantized angle in increments of 11 114

electrical degrees, and

0 is the angle of the control member

As shown in Figure IV-25 this output is summed with a quantized linear inter-

polation of difference between sin (0 - g_) and 0. The selection of the quantized

angle _ and the quantized linear interpolation angle 4, is based upon the contents

of an angle counter register. The angle counter inputs are gated by the phase of the

summed voltages. Thus when the contents of the counter are equal to the control

member angle:

(iv-18)

(iv-19)
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sin (0-_b) + K cos (0-¢]) = 0 (IV-20)

The inputs to the counter are angle increments of the control member and these are

parallel fed to the computer where the same control member angle information is

stored.

Analog multiplication of the resolver sin 0 and cos 0 voltage is

51N 9

A

w

oJIN 0 cos

o ,SIN e Cos

accomplished by the use of an ac operational amplifier with the ratio of the feedback

resistor to the input resistor equal to the cosine of the angle _b1 . S is an ac

transistorized switch gated closed or open by contents of the angle counter resistor.

The switch is in series with the feedback resistor to take advantage of the high

impedance open condition and low impedance closed condition which makes the

impedance equivalent to a portion of the amplifier gain, K. Since the switch is

effectively a single pole double throw switch the output of the open side differs from

zero only by the input signal divided by the amplifier gain. Using the technique of

transistorized ac switches and operational amplifiers the read system is mechanized.

The read counter contains 16 bits. The lowest order bit is used to eliminate trans-

mitting any limit cycle operation to the computer and thus creating unnecessary

activity. The four highest order bits are used for quadrant selection and multipli-

cation of the single speed resolver (@1)" In addition, the bits 29 - 212 are used as

an approximate linear interpolation of the single speed resolver to within 2.81 °

of the actual angle. The multiple speed resolver (sixteen speed) is the precision

angle transmitting device. The zero-to-peak errors of this resolver are less than

20 seconds of arc. There is crossover between the sixteen speed and the single

speed resolvers to assure synchronization of the reading of the sixteen speed resolver

within the proper cycle. The lowest order bits are a linear interpolation of error

using the voltage of the cos (0 - @) as a source. This voltage has the same

phase relation as the sin (0- _) of the sixteen speed resolver and is
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scaled correctly by the resolver attenuation.

Referring to Fig. IV-26 the input to the error detector is the sum of the

single speed multiplication, the sixteen speed multiplication and the linear inter-

polation. There is a coarse-fine mixing network to assure synchronization and

angle measurement using the precision resolver. The error detector contains an

active feedback quadrature rejector network which for large error signals will not

introduce dynamic errors for reading the angle, but for small errors will yield

the proper precision. The output of the error detector is fed to both the rate

selection logic and up-down counter logic. The contents of the counter are used

to control the a.c. switches for the multiplication of the resolver voltages and the

linear interpolator.

The error detector has three-state or ternary logic. The lowest order

pulse rate command to the counter is 800 pulses per second. Using this as the

lowest order assures switching of equal multiples of the resolver carrier frequency,

800 cps. This prevents rectification of the switched signal and altering of the

dynamic operation of the read system.

PP$

6"4.00

8o0

I.

-CRO0

_.04 0 fA?A?O,_
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The high speed rate following command reduces dynamic error for high

angular velocity inputs and the low speed command rate reduces the limit cycle

error.

The linear interpolation constant K is adjusted to minimize the peak error

E= sin(0- _b) - K cos (O-_) (IV-21)

By suitably choosing K the error for the speed resolver system can be reduced to

less than 10 sec arc. For a 64 speed system as used on the optics trunnion this

error is reduced to less than 3 sec arc.

c, + K(a

In addition, a bias is added to further reduce the errors over the entire range

of linear interpolation. This results in a system whose errors are within the

predicted errors.

All digital functions including the memory are mechanized with the three input

NOR gate, a silicon semiconductor micro-integrated circuit. This is the same

element used in the computer. Direct coupled transistorized logic is used through-

out. A multiple phase clock system, generated within the CDU and synchronized
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to the guidance computer, is used to control all functions.

Moding and Digital to Analog Conversion - The guidance computer serves as

the important link between the spacecraft and the sensing device. All angle trans-

formations are made by the guidance computer based upon IMU gimbal angles or

optics angles. For any steering function utilizing the IMU, the computer through

the use of knowledge of the gimbal angles provides steering and attitude commands

to the spacecraft via the digital to analog converter. The angle information is

always stored in the resolvers and no mechanical rezeroing of the IMU is neces-

sary to establish within the counter the IMU gimbal angle within the uncertainty of

the resolver, the error of the read system and the bit size of the analog to digital

converter.

The digital to analog converter system is required to accept digital commands

from the guidance computer and generate analog voltages (a. c. and d. c. ) proportional

to these commands. The error angle counter is an eight bit up-down counter.

Computer commands are stored in this counter. The counter is logically controlled

to prevent it from being reset to zero in the event it is commanded to more than

28 increments. The analog error signals are developed by an 800 cps source

gated by the counter contents through a resistance ladder to the input of an operat-

ional amplifier. For polarity reversal by switching is used to command the 0

phase or _r phase 800 cps input to the ladder. All analog voltages used as steering

commands to the LEM, Spacecraft or other portions of the Apollo launch vehicle

are d.c. isolated from the guidance system either by transformers or an isolated

demodulator.

The moding of the system is almost entirely controlled by the computer.

Provision is made for two modes to be controlled by the astronaut. One mode is

the cage function. In the event of a spacecraft tumble and loss of attitude, provis-

ion is made for the astronaut to cage the IMU gimbals with respect to the space-

craft after he has first stabilized the craft. This then gives him a means of

obtaining a new reference in a very short time. The other manual mode is similar

in that with the computer not operating he can use the same switch to cage the

IMU with respect to the spacecraft, release it, and again use the IMU as an attitude

reference.

All other moding is controlled by the computer as can be seen from Fig. IV-28

for the IMU. Optics moding has more manual control and is shown in Fig. IV-29.

This moding will be described elsewhere. There are a number of interesting modes

possible because of the flexibility of the CDU. The Coarse Align Mode, that of

commanding the IMU gimbal angles by the resolvers, is rate controlled to limit

angular velocity input to the gyroscopes. The input to the error detector is sum-

This work is by Robert Crisp and Glenn Cushman, MIT Instrumentation Laboratory
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reed with the analog command from the computer to provide stable operation.

The gimbal angle pulse increments from the read system are used as feedback

pulse to the error angle counter.
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Part V

OPTICAL MEASUREMENTS
ANDNAVIGATIONPHENOMENA

INTRODUCTION

During the orbital and midcoursephasesof a spacemission, inertial com-
ponents(dueto a lack of force) cannolonger provide information abou,theposition

of the vehicle. The gyroscopecanbeusedto provide anartilicial set cf fixed stars
usableas a basic reference for measurements. However, external sem,_orshaveto

beusedto updatethe position inlormation within the vehicle.

During the orbital phasesof a mission, it is possible to treat the naviga-
tional problem with relative ease becauseone canwrite a set of linear constant
coefficient equationswhich describethe propagationof errors with time. Eachmea-

surement thenprovides a linear equationbetweencertain of theseerrors. In this
chapter on-board measurementsare consideredwhich canbeusedto determine the
orbit of a satellite.
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CHAPTER V-I

NAVIGATION IN ORBIT

ERROR PROPAGATION IN ORBIT

The equations of motion in this analysis are written in polar coordinates to

make linear approximation of these equations easier. Thus, the equations presented

are closer to the equations of a local-vertical system; however, the analysis applies

irrespective of the coordinate system used in the actual computation.

The equations of motion in polar coordinates are:

= FR+ R_ 2 - E/R 2 (V-la)

Rd2e e-2 (vlb}
dt 2

where F R and F e are the forces (per unit mass of the vehicle} in the radial and range

direction respectively as illustrated in Fig. V-1.

EARTH CENTER

Figure V-1
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For the purpose of analysis, set:

R = r + r (V-2a)
o

_2 = _ + _ (V-2b)
o

where r and ¢o are constants.
o o

Thus,

R = r; = r; _2 = &; @-_ t=
o

One can also assume without loss of generality that:

_o(x)dx

_o:=E/r: (V-3)

If r is assumed to be about 300 kilometers above mean earth radius, then for orbits
o

ranging from 150 to 450 km altitude:

r/r < . 02 (V-4)
O

Similarly:

_/o_° < . 05 (V-5)

Thus, the equations of motion can be linearized for satellites confined to nearly cir-

cular orbits.

Under the assumption that:

E/R 2 = E/ro2 - [2E/ro3]r (V-_)

Equations V-la and V-Ib can be written as:

F = FR+ (ro + r)(c°2o + 2_oCO+c02) - E/ro2+ 2E/ro3 r (V-7a)

V-6
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(r + r)_ = F e - 2r(co +co) (V-7b)
O O

Substitution of Eq. V-3 into V-7a and V-7b gives:

ir

r = F R + 3co 2r + 2co co{r + r} + (r + r}co 2 (V-8a}
0 0 0 0

(ro + r}co = F e - 2(coo + co)r (V-Sb}

Using the approximations of Eqs. V-4 and V-5,

r <<r ; co << co
O O

Eqs. V-8a and V-8b become:

= F R + 3coo 2r + 2cooro co (V-9a)

ro[0 = F e -2¢0o_ (V-9b)

Equations V-9a and V-9b represent very closely the errors in the position computation

of an orbiting vehicle. For relatively short flights, the two force inputs F R and F e

are also negligible, so that the major contribution of error is due to the uncertainty

in initial conditions at the end of injection into orbit.

There is another error which can exist in an orbit determination. This one

is due to a lack of knowledge of the exact direction of the co vector (see Fig. V-2).
O

If the angular displacement is small, the error in the out of plane position is

given by:

E%
@ = E_ cos(COo + _)t +--_ sin(COo + ¢o)t (V-lO)

0

For relatively small range errors, the co term can be neglected. From a control view-

point, the error in the position computation can be represented very closely by the two

linear constant-coefficient systems shown in Fig. V-3. One set of equations is fourth

order, the other second order. E, is a step input representing the particular initial

condition error.
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Fig. V-2 Orbital Geometry

Fig. V-3 Block Diagram of Error Propagation
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Two conclusions can be drawn from this Table:

Only range error grows with time

There is no error coupling between range and track errors

Generally, depending on the particular problem on hand, the navigational system has

to be able to determine the position and velocity errors at some time, T, after injec-

tion into orbit. However, since this time, T, depends on a specific mission phase,

only the problem of initial condition determination will be treated here. The actual

errors at the specified time, T, can then easily be obtained from the initial condition

errors and the expressions of Table V-I.

POSSIBLE MEASUREMENTS

As can be seen from the block diagram, Fig. V-3, there are six possible

sources of error which have to be considered. The measurements which are taken

have to provide some information about the • and @ errors. Thus, while a good alti-

meter can be used to determine E , E. and E , it cannot provide information
r _ r r

about E@, E_, and E$. Similarly °a velocity meter, even if it could provide infor-

mation about E_ and E$ in addition to the variables provided for by the altimeter,

would provide no information about E@.

While most of these considerations are of academic interest on the earth where

radar tracking coverage is provided, they do become important during lunar opera-

tions, where - especially on the back side of the moon - ground based information is

not available. Thus, the following measurements have been considered:

I. Bearing measurements to known landmarks

2. Bearing measurements to unknown landmarks

3. Star occultation measurements

4. Star horizon measurements

5. Star known landmark measurements

Measurements of two or three horizons simultaneously were rejected because the

lines of sight have to be able to see almost a full hemisphere. This requires a sen-

sor too close to the skin of the vehicle to make this type of a measurement feasible.

V-10
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In midcourse, where the subtended angle of the planet is smaller, and this

measurement becomes feasible from an equipment standpoint, the error sensitivities

are so low that the accuracy requirement was deemed not feasible.

While this is not an exhaustive list of possible measurements, it does cover

a large variety of applications and it can be instrumented with a relatively simple

optical system.

KNOWN LANDMARK BEARING MEASUREMENT

Consider a known point on the earth' s surface and an assumed vehicle posi-

tion as shown in Fig. V-4. The assumed position of the vehicle at time, T, is at

a range @ (T) and 4o (T) and an altitude H (T) from the known landmark. \row con-O O

sider a projection of the landmark into the assumed orbital plane as shown in Fig. V-5.

The angle a is the angle between the local horizontal at the landmark, and the pro-

jection of the vehicle into the assumed orbital plane.

ASSUMEDVEH,CLEPATH

ACTUAL VEHICLE POSITION__- J_

_I_(T) " ASSUMED GROUND TRACK

LOSTO " /IHo

LANDMARKL_J'_

Fig. V-4 Known Landmark Measurement Geometry
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Figure V-5 provides the first equation of orbit determination from a bearing measure-

ment to a known landmark:

0 (T) + O(T)
0

H (T) + r(T)
0

= cot a (v-l:)

Now consider a projection of Fig. V-4 into a plane which is orthogonal to the assumed

orbital plane and which also contains the landmark local vertical as shown in Fig. V-6.

r(T)
ASSUMED VEHICLE _q

POSITION

PROJ E CTED /

LANDMARK-_

,,-- 8o --_

LOCAL VERTICAL

PROJECTION OF

TRUE VEHICLE POSITION8 (T)

<
Ho

LOCAL HORIZONTAL

Fig. V-5 In Plane Measurement Geometry

r(T)
ASSUMED VEH I C LE-_'_,_

POSITION

LAN DMAR K--_,

LOCAL

VERT.

p

_-_o(T)-_
I
I
I
I
I

_b(T) -

,_ACTUAL VEHICLE

POSITION

1o

I_ACTUAL ORBITAL
I
l PLAN E

I ASSUMED
I
I ORBITAL PLANE

Fig. V-6 Out of Plane Measuremeni Geometry
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This measurementprovidesthesecondequationof orbit determination:

(T) + _(T)
0

H (T) + r(T)
O

= cot fl (V-12)

The cotangent has been chosen because H (T) + r(T) > 0 at all times and the equations
O

are well behaved.

Let us assume that a landmark can be tracked when the angle between the

local vertical at the landmark and the line of sight is less than 45 °. For a 150 kil-

ometer orbit, this means that the landmark can be tracked for a period of less than

40 seconds. The exact amount depends on the distance between the landmark and the

ground track of the vehicle.

Consider the time, TI. when the landmark is first acquired. It is immediately

possible to write two equations, V-ll and V-12, in the three unknowns r(Tl), 8(TI),

and _(TI). Consider now the determination of other variables at time, T I, by fur-

ther bearing measurements to the same landmark. At the time, t > T I, the position

errors of the vehicle will have changed. The new variables are:

e(t) = e(T I) + _(Tl)(t-T l) (V-13a)

r(t) = r(T I) + _(TI)(t-T 1) + ro_oe(T I) (V- 13b)

¢(t) = _(T I) + ¢(TI)(t-T l)
(V-13c)

Substituting Eqs. V-13 into V-II and V-12 provides a complete solution to the orbital

navigational problem:

e(Tl)+(t-Tl)_(Tl)-cota(t)r(Tl)-cota(t)(t-Tl)[r(Tl) + ro_oO(T1)]

= Ho(t) cota(t) -8 (t)
O

(V-14a)

_(T I) +(t- Tl)$(Tl)-cota(t)r(Tl)- cota (t)(t- TI) [r(Tl)+ro_oO(T I) ]

:H o(t) cot E (t) - %(t)

(V-14b)

V-13
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However, four bearing measurements to a single landmark are required before Eqs.

V-14a and V-14b can be solved. Three measurements do provide six equations in the

six unknowns; but they are not independent.

UNKNOWN LANDMARK BEARING MEASUREMENT

When the point on the earth' s surface has unknown coordinates, the naviga-

tional system has to rely on the changes in the tracking angle as the vehicle passes

over the landmark.

Let us assume that the astronaut can lock-on to an identifiable but otherwise

unknown point on the earth' s surface when the angle between the computed (or assumed}

velocity vector and the line of sight to the point is approximately 45 ° . The exact num-

ber will depend on the skill of the astronaut and on the range error which the naviga-

tional system has accumulated by the time of the measurement.

Consider the measurement geometry of Fig. V-7 and the projections of this

geometry into the orbital plane as shown in Fig. V-8.

ASSUMED VEHICL._E ,.,-T ACTUAL VEHICLE PATH

___ AH AFTER ACQUISITION

LANDMARK _,_'/ I I ASSUMED GROUND TRACK

A CpQ_IINSITION ._"_>" / I L _ACTUAL GROUND TRACK

LANDMARK LOCAL VERTICAL

Figure V- ?

Measured Geometry for an Unknown Landmark

V-14



As can be seen from }rig. V-9, il is impossible to determine the difference

between an altitude error in the vehicle path and a lack of knowledge in the altitude of

the landmark.
For a general time, T, after T1,

S -r co T

0 O- 0
cot a : +

a H ° + r(T1)-2xH

the actual bearing measurement given

cot a(0)(r(T1)- A_H)

Ho+r(T1)- AH
(v-16)

where AH is the altitude uncertainty of the landmark.

If the vehicle has an error _0(T I) when tracking begins, then the measurement

geometry is as shown in Fig. V-10.

ACQUISITION
POINT

z fl>VEHICLE PATH

/ // EXPECTED BEARINGS

ACTUAL BEARINGS

Fig. V-10 Tracking with an Erroneous Velocity Along Range

The actual bearing measurements in this case are:

cot a
a

= So-(_o +_(T1))r ° T

H
0

(V-17)

Again i" is the time after landmark acquisition.

Tracking with an initial vertical velocity error provides the geometry of

Fig. V-II. In this case the bearing measurements are:

cot a
a

S -r (.0 T

= O O 0

H o +r(T1)T

(V-18)
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ACQUISITION "['RACKING POINTS
POINT

LANDMARK

Fig. V-8 Nominal Tracking Sequence

The problem is the determination of the errors: r(Tl), r(Tl), @(TI), ro_(Tl),

_(TI), _(T I) at the time of unknown landmark acquisition. As will be seen, it is not

possible to determine all of the errors after the tracking of a single landmark; at

least four landmarks have to be tracked before all of the orbital parameters of a

vehicle can be determined.

Let us assume that the distance between the intersection of the landmark local

vertical and assumed velocity vector and the point where tracking begins is S
o

(Fig. V-8). For a general time, T, after TI(T 1 is the time when tracking begins),

the eomputed bearing measurement is given by:

S -r co T

0 0 0
cot a - (V-15)

c H
o

This variation in the bearing angle has to be compared to the angle which actually gets

measured.

Consider first an erroneous altitude of the vehicle r(Tl).

ACQUISITION POINT

l'rl lJ_." _ p _ACTUAL PATH

\ _ I / / ACTUAL LINES OF SIGHT
I //

i II //'/ EXPECTED LINES OF SIGHT

LANDMAR K _

Fig. V-9 Tracking with an Erroneous Vehicle or Landmark Altitude
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ACQUISITION

POINT _ACTUAL VEHICLE PATH

\ I // .... _xP_CTEDBEAR,NOS

-- ACTUALBEARINGS

Fig. V-11 Tracking with an Erroneous Vertical Velocity

An initial range (e(T1)) error appears identical to a vertical velocity error

because at the time, T 1, the computed and actual velocity vectors differ by the angle

e(T 1) as shown in Fig. V-12. Thus it is impossible to distinguish between a

range error at time, T 1, and a vertical velocity error at time, T 1.

(T1)

_-(_ ASSUMED VEHICLE PATH

: _"tI'_ACTUAL VEHICLE PATH

Figure V-12 Tracking with an Erroneous Range Error
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Thebearingmeasurementmadealongtheactualtrajectory is:

S -r ¢o T
O O O

cot a = (V-19)

a Ho_@ (Tl)ro_o T

Since the error terms in Eqs. V-16 to V-19 are generally small, further linear

approximations of these equations can be made. Using the approximation,

1
=i-5

1+6

Equation V-16 can be approximated by:

S -r _ T roa)ot(r (TI)-AH)cot a o o o

a- H + 2
o H o

(since S = H cota(0))
O O

Equation V-17 can be approximated by:

S O -r o coo T cot T1)ro"
cot a = -- T

a H H
O O

(V-20)

(V-21)

Equation V-18 can be approximated by:

cot a
a

S-to o _Oor Sor(T I) r o _°o r (TI)
- -- T +

H 2 2
o H H

O O

2
T (V-22)

Equation V-19 can be approximated by:

ro2_0o 2S o -r o wo T Soro_o 0(T1 ) 0(T 1)
cot a - + T-

a H o H 2 H 2
O o

2
T (V-23)

The first term on the right hand side of Eqs. V-20 through V-23 is cot a .
c

one can write in general:

Thus,

V-18
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r° Ercot a a -cot a c - Ho12 oWo Er(T 1} -ix Ho LdT1)-S o (T1)-ro_0o0(T 1 T (V-24)

r to

+_-_- (T1)- roeo0fT 1 7
O

When one considers the magnitude of the terms in Eq. V-24. it becomes apparent

that the ro¢O (T1)(H o) term can also be neglected. This leaves the relatively simple

expression:

cot a -cot o_
a c='_ 1 _o_Oo[-r,T1)_hH-]+So_otooO,T1)_r(T1}-]-_T

0

r°c_-----fi°_(T 1}- ro¢O o0(T 1)--1T 2+H 2
O

(V-25)

To determine the track errors in the vehicle trajectory, consider the projec-

tion of Fig. V-7 into a plane normal to the assumed velocity vector. The unknown

landmark should a16o be contained in this plane. This measurement provides no

information about the position error _) as shown in Fig. V-13.

Fig. V-13 Tracking with Erroneous Track Position
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However, the measurement does provide information about the track velocity error

as shown in Fig. V-14.

ACTUAL VELOCITY VECTOR

ASSUMEDVELOCITYVECTOR
]1//
',1/ /ACTUALBEAR,NGMEASUREMENT

ASSUMEDBEAR,N__

Fig. V-14 Tracking with Erroneous Track Velocity

To determine c_, two variables from the in plane component of this measurement have

to be known:

The distance between the landmark and the vehicle velocity vector (just the

sum - not the individual components)

The sum of the vertical velocity and range error (again only the sum).

These variables, though, are available from the in plane computation (Eq. V-25).

The measurement geometry is as shown in Fig. V-15

t
I

IN PLANE COMPONENT--_'_ ACTUAL VELOCITY VECTOR

TRACK COMPONENT

ALTITUDE ERROR

ASSUMED VELOCITY VE L BEARING MEASUREMENT

MASSUMED BEARING

Fig. V-15 Tracking wih Erroneous Track Velocity Altitude, Error, and Vertical

Velocity Error
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Consider the angle, B, between the assumed bearing measurement and the

actual bearing measurement.

sin B =
_r ° T

Ho+ r(T1)- AH+(r(T1)- roO_o0 (T1)) T
(V-26)

Depending on the particular orbit, the denominator terms with exception of H or
o

possibly Ho + r(Tl) - AH will be negligible. For small values of I_ sin _ = B and in

general:

_(r} _o +r(T1}-AH_

rt
O

(V-27)

Equations V-25 and V-27 form the two basic equations which have to be solved to

determine the orbital parameters when unknown landmarks are used.

Thus, as contrasted with the known landmark measurement, the unknown

landmark measurement provides information about the velocity vector of the vehicle.

Since each measurement to an unknown landmark provides only one equation for the

determination of the four in plane orbital parameter unknowns, it is necessary to

track four unknown landmarks to determine the initial condition errors. The first

two of these measurements completely determine the track errors. The remaining

two track computations - if carried out - serve only for redundancy.

The requirement for four landmarks instead of three appears here again,

similarly to the requirements for four bearing measurements to a known landmark.

NAVIGATION USING STAR HORIZON MEASUREMENTS

Let us assume for the moment that it is possible to define an earth horizon

by some means. A possible method is discussed in a later section of this paper,

where a horizon is defined at approximately 30 KM above the earth' s surface. The

astronaut then maneuvers the vehicle so that the plane formed by the two lines of sight

(star line of sight and horizon line of sight) also contains the center of the earth and

measures the angle between the star and horizon.

This places the vehicle on a surface which touches the earth at the earth' s

V-21



artificial horizon as shown in Fig. V-16.

TO STAR

ST5 ,I _ - - - -

ANGLEHORIZON_,_ARTIFICIAL HORIZON

Fig. V-16 Star Horizon Measurement

Since the artificial horizon is at an altitude of approximately 30 kilometers,

the angle between the local horizontal and the line to the horizon is about 0.2 radians.

Again it is possible to make a flat earth approximation for this measurement.

Figure V-17 illustrates the star horizon measurement when there is no error in the

vehicle position. The angle, _, is the angle between the assumed orbital plane, and

a plane containing the vehicle, earth center, and a vector from the vehicle to the star.

Thus, when ? is zero, the measurement is insensitive to _ errors: when ? is 90 ° ,

the measurement is insensitive to @ errors. The angle, 90 ° - a is the angle between

the velocity vector at time, T I, and the normal to the plane established by this

measurement.

If the measurement is taken at a time, t, when the star horizon angle is

equal to the expected star horizon angle at time, TI, the vehicle is located on a

plane (taking the position of the vehicle at time, T I, as the origin) given by

Eq. V-28. One equation relating the errors

r(t)cosa + ?(t)sina cos? + _)(t)sina sin? = 0 (v-28)

at time, T I, can be obtained by substitution of Eq. V-13a, b, and c into Eq. V-28.

Thus, only one equation between the orbital parameter errors can be obtained from

this type of measurement since the measurement involves only one angle and time.

The angle, a, depends only on the orbital altitude. The angle, ?, depends on

star direction. It can be chosen to favor either the range error (by making ? small)

or the track error (by choosing _y close to 90o). The star horizon angle only deter-

mines the time, T I, when the vehicle should pass through the plane given by Eq. V-28.
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The measurements described in this chapter require different configurations

of equipment. They also have certain constraints imposed on their usage as des-

cribed below:

Known Landmark Bearing Measurement:

Advantage_ Good error sensitivity

Moderate equipment accuracy requirement with man made

beacons usable on both the light and dark side of the earth

Disadvantages: Landmarks have to be chosen for ease of recognition and

unambiguity. Cloud cover can make landmarks not useable.

Large map requirements. Surveying of some landmarks

required. Barely usable on the moon due to poor maps.

Requires a reference (e. g. inertial system)

Unknown Landmark Bearing Measurement:

Advantage s: Reasonable error sensitivity. Usable anywhere on sunlit

side and where ever there are lights on dark side of earth.

No maps required. Usable even on the back side of the

moon.

Disadvantages: Relatively high equipment accuracy required.

Requires a reference (e. g. inertial system)

Star Horizon Measurement:

m

Advantages: Reasonable error sensitivity

No reference required

Disadvantages: High equipment accuracy required useable only against

sunlit earth or moon, requires automatic star tracker and photometer

Star Occultation Measurement:

Advantages: Good error sensitivity

No equipment required

Disadvantages: Usable on moon only

V-24
QO



Since each measurement provides only one equation in the six unknown orbital

errors, it is necessary to take at least six star horizon measurements to determine

the orbital parameters.

STAR OCCULTATION MEASUREMENT

As a vehicle moves in an orbit around the earth or moon, stars will rise and

set. Whenever a star sets, the disk of the moon or earth occults this star and the

vehicle is at that moment crossing a cylinder with its axis in the direction of the

v,

_STAR

i_ _z /_¢GROUND TRACK

I /,f..../y URIZON

Fig. V-17 Star Horizon Measurement Geometry

star. The diameter of this cylinder is equal to the diameter of the earth or moon.

The measurement is very useful when the vehicle is in a lunar orbit. However,

in earth orbit - due to the atmosphere - it is very difficult to determine when a star

is occulted since attenuation of the starlight in the atmosphere will take place due to

differential refraction, and due to attenuation.

This measurement can be considered as a special case of the star horizon

measurement with a zero star horizon angle.

The position of the vehicle is given by the plane defined by Eq. V-28 and the

error at time, TI, by substitution of Eq. 13a, b, and c into Eq. V-28.

Again, six star occultation measurements have to be performed to completely

determine the orbital parameters of the vehicle.
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CHAPTERV- 2

MIDCOURSENAVIGATION

After injectioninto translunaror transearthorbit, it is nolonger
possibleto usethesimplifyingassumptionsof Eq. V-4 andV-5. Thus, one
generallyhasto resort to computersolutionsto solvethenavigationalproblem.
Navigationfrom groundbasedstationsis againpossibleandhasbeenusedquite
successfully. However,in this part only on-boardmeasurementswill beconsidered.

POSSIBLEMEASUREMENTS

Again in midcourse, as in the orbital case, use is made of optical measure-

ments. However, the accuracy requirements in midcourse are so much greater

than the accuracy requirements in orbit that bearing measurements with the inertial

system used as a reference are no longer possible. As can be seen from Fig. V-4

and V-5 a measurement uncertainty of one milliradian produces position uncertainties

of . 15 to . 2 km in earth orbit. A measurement _rith similar accuracy, ho_,-ever, is

not too useful at a distance of 1O0,000 km.

At distances from the earth, which are comparable to the lunar distance,

it is possible to use features on the earth or on the moon, or to use planets -ithin

our celestial system. Among these choices, the earth and moon provide the best

accuracy because of their proximity to the trajectory.

Another factor is of great importance in midcourse. The bearing angles

to landmarks or to the horizon change very slo_qy. In orbit these rates are (see

again Fig. V-4 or V-7) in the order of degrees/second. In midcourse the rates reach

low values of arc seconds per second. Thus, considerably more time can be taken

by the operator to complete each measurement.

Measurements which have been considered are:

Star Landmark Angle Measurements

v-25 9



Star Horizon Angle Measurements

Star Occultation Measurements

The first two ot these measurements are sextant measurements. Only

one angle has to be read with great accuracy to complete the navigational measure-

ment. The third measurement does not require any instrumentation _-hen a star" is

occulted by the lunar disc. However, occultation measurements against the earth' s

disc require relatively precise knowledge of starlight attenuation through the atmos-

phere to determine a point of occultation. A photometer to make this measurement

has not been included in the optical unit used in Project Apollo.

STAR LANDMARK MEASUREMENT

One precision angular measurement between a star and a landmark places

a vehicle on a cone as shown in Fig. V-18. The apex of the cone is located at the

landmark. The direction of the center line of the cone is parallel to the direction to

the star. The cone halt'angle is equal to the measured star landmark angle.

Consider the plane [ormed by the vector from the vehicle to the landmark

and the vehicle to the star. It another navigational measurement is made using the

same landmark, and another star within this plane, then another cone of position is

established as shown in Fig. V-19. The two conical surfaces touch at the line con-

taining the vehicle and landmark. Locally, in the vicinity of the vehicle (assuming

a distance to the landmark greater than 20,000 km and a star landmark angle greater

than five degrees) this conical surface can be approximated by a plane; the only

ditterence is that for a larger star landmark angle the flat plane approximation is

better. No other information is provided by this measurement.

Thus, to obtain information for a second degree of freedom it is necessary

to choose another star so that the plane containing the vectors from the vehicle to

the second star and vehicle to the first star is approximately orthogonal to the plane

stlown in Fig. V-lB.

The resultant locus of position of the vehicle is a line as shown in Fig. V-2O.

Any other measurement using the chosen landmark only provides redundant infor-

mation.

V-26
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Fig. V-18 Star Landmark Measurement Geometry
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Fig. V-20 Measurement Geometry Using One Landmark and Two Stars
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Fig. V-21 Star Horizon Measurement Geometry
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The uncertainty of the vehicle along this line can only be reduced if another landmark

is used.

Let us assume that a landmark can be used as long as the angle bet_,,een

the line-or-sight and the local vertical at the landmark is less than 45 °, then at a

20, U00 km distance from the earth, the error along the line established in Fig. V-2U

is about . 4 km per arc second of error in the measurement. At 1U0, UUO km from

the earth star landmark measurements to tv,o earth landmarks provide essentially

no additional information when compared to measurements made _,ith only one land-

mark.

Conversely, it can be said that the choice of earth (or moon) landmarks

does not matter for star landmark measurement in midcourse. Any landmark, as

long as its position is known and clouds are not present, can be used as well as any other

landmark.

STAR HORIZON MEASUREMENT

Let us assume again that a suitable earth horizon as seen from space can

be defined. The lunar horizon can be defined by the lunar disc. The astronaut man-

euvers the vehicle so that the horizon scan takes place in a plane normal to the r_or-

izon. When the measurement between star and horizon is made, the vehicle is

located on a cone as shown in Fig. V-21. The center line of the cone is parallel to

the starlight. The half angle of the cone is equal to the star horizon measurement

angle. The location of the apex of the cone can be obtained from Fig. V-22, _-here

R is the radius ol the earth or moon respectively.

TO STAR

/',_ STA R- HORIZON ANGLE

_,.(i_ _i _ EARTH OR MOON CENTER
HEIGHT OF '

ARTIFICIAL

Fig. V-22 Star Horizon Cone Apex Location
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Fig. V-23 Star Occultation Measurement Geometry
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Thus, as canbe seen, the geometryof a star horizon measurementanda star land-
mark measurementis almost identical. Theonly difference bet,,'eenthe t_,,omeasure-

ments is the location of the apexof the conewhichdefines the vehicle position.

STAROCCULTATIONMEASUREMENT

Whena star is occulted bythe earth' s or moon's disc, the vehicle is lo-

catedon a cylinder as shownin Fig. V-2b. The center of the cylinder passes

throughthe center of the earth. Thediameter of the cylinder is equalto the earth' s
or moon's disc.

Sincestar occultatlons dependon the trajectory ot the versicle, it is not

possible to choosethe measurementgeometry to any extent. Ho_,ever,the measure-
ment doeshavethe advantagethat noequipmentis required to perform it. The only

requirement is timing ol the star occultatlon.

ERRORSENSITIVITIESNEARTHE EARTHAND MOON

Whenthe distance betweenthe earth or moonandthe vehicle is less than

about20,000km, the anglebet_,,eenthe two horizons is sufficiently large so that

anadvantagecanbe gainedirom star horizon measurementsusing first onehorizon
andthen the other horizon. Sinceerrors at injection are costliest (from a correction

fuel requirement standpoint)whentheyare madein theplaneof the trajectory, it is

important to determine their magnitudesearly during the midcourse phase.

Let us assumethat at the endof injection the vehicle hasanerror in the

magnitudeof the velocity vector. Thedirection of the velocity vector andposition
or the vehicle are assumedto becorrect. Figure V-24 showsin exaggeratedfashion

howthe path of the vehicle deviatesIrom the nominal (or expected)path. The

differences betweenthe actual anglesandexpectedanglesare shownin Figs. V-25
to V-29. Let us assumethat the vehicle injected _,4than altitude error of onel_m.
The difference betweenthe expectedandactual star horizon angleas definedin

Fig. V-24 is shownin Fig. V-25. Theerror sensitivity ior readingstakenagainst
either horizon is almost identical whenthe vehicle reachesa distanceof about30,U00

km from earth center (IU0minutesafter injection). Similar conclusionscanbe reached

from Fig. V-26 (error sensitivity dueto wronginjection velocity) and Fig. V-27
(error sensitivity dueto an error in the direction ot the velocity vector at burnout).
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Fig. V-24 Measurements to Both Horizons
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A range error (0 in Chapter I) simply rotates the transter ellipse by the angular

range error O. Thus, the error sensitivity is constant during the first part of' the

mission.

If navigational sightings cannot be taken during the first one or one-half

hours, either due to crew tasks or constraints imposed by radiation belts, the astro-

naut or computer has to chose only bet_-een an earth feature or a lunar feature.

Choosing between specific landmarks or horizon on either the earth or the moon does

not provide any major improvement in the knowledge of the vehicle position.

AN ARTIFICIAL EARTH HORIZON

Clouds and atmosphere on the earth, makes it generally impossible to see the

earth' s surface near the horizon; thus it is necessary to define a horizon which is suf-

ficiently high above the clouds to be visible during most of the mission time.

To date, most of the horizon sensing has been accomplished in the infrared

region of the spectrum. However, sunlight scattered within the earth' s atmosphere

also provides a possible horizon. Since the upper atmosphere scatters most of the

blue and near ultraviolet light, a horizon model based on scattered sunlight is being

used. Figure V-29 illustrates the measurement geometry used. A comparison is

made between the maximum intensity and i/2 of the maximum. The i/2 max. estab-

lishes a horizon located about 30 km above the earth' s surface.
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CHAPTERV-3

THEAPOLLOOPTICALUNIT

Thevaried navigationalmeasurementswhichare madeduringtheApollo
missionare usedas abasis for thedesignof theopticalunit shownin Fig. V-30
Theunit consistsof a sextant,anautomaticstar tracker andphotometer,anda
scanningteIescope.

Duringmidcoursewhenit is necessaryto makeaccuratestar landmarkand
star horizonmeasurements,thesextantis used. Thescanningtelescopeis usedonly
as aninstrumentfor target acquisition.

Both instrumentsare usedduringthe orbital portion of the mission. The
scanningtelescopeis usedfor knownlandmarkbearingmeasurements.Its large
field of view is essentialfor landmarkidentificationandacquisition. Themovable

line-of-sight of the sextantis usedfor unknownlandmarktracking. Theautomatic
featuresare usedfor star-horizonmeasurements.Star occultationmeasurements

neednoparticular bearingreadoutsinceonlythetime of occultationis required.
Either instrumentor a windowcanbeusedfor this particular measurement.

SPACESEXTANT

Th_sextantconsistsof a 28power, 1.8 degreefield of viewtelescopelocated
within theopticalbase(seeFig. V-30). Beforelight enters thetelescope,it passes
throughthe sextanthead,wherethetwolines-of-sight of the instrumentare combined.

Thelandmarkline-of-sight passesthroughthebeamsplitterandfrom there
directly into thetelescope. Tomovethis line-of-sight, it is necessaryto movethe
vehicle. Thebeamsplitterpassesabout20percentof thetignt to thetelescope. Also
containedwithin thebeamsplitteris a filter, whichattenuatesmostof the blueand
greenlight enteringthelandmarkline-of-sight. This reducesthe bluehazewhichis
generallyvisible on theearthfrom highaltitudeswithoutappreciablydegradingthe
characteristicsof lunar landmarks.
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The star line-of-sight is directed to the telescope by a movable mirror, two

fixed mirrors, and the beamsplitter. About 80 percent of the starlight passes through

the beamsplitter into the telescope.

The movable mirror is positioned by a conventional A.C. servo system. The

read out of the mirror position (this is the most accurate angle read out within the

guidance system) depends on a 64 speed (128 pole) resolver. The angles ol this

resolver are read by a coupling data unit as described in Part IV.

Angles ranging from zero to 50 degrees between the two lines-of-sight can be

read with this instrument. The mirror can be moved further to 90 degrees, where

the image of the reticle is reflected back upon itself. The astronaut can use this

point as a check of the alignment stability ol the instrument. Viewing ot a bright star

or planet with the line-or-sight angle set to zero degrees provides another point where

the sextant angular read out can be easily checked. These self-checking features have

been incorporated to make sure that a check of the instrument accuracy can be made

before and after each midcourse navigational sighting.

The head assembly and telescope rotate within the optical base. This motion

provides the second degree of freedom oi motion for the star line-ol-sight. Motion

in this direction is limited to + 270 degrees from a predetermined zero. The power

to the components located on the sextant head is carried through a flex cable. Limit-

ation ol the freedom oi motion oi the sextant thus makes use ot slip rings not required.

STAR TRACKER-PHOTOMETER

The star tracker is included within the optical unit to enable the astronaut to

make measurements between the earth' s horizon and a star. Both instruments

including their detectors and preamplifiers are completely located on the sextant

head.

The photometer measures the intensity of the near ultraviolet sunlight scattered

by the earth w s atmosphere. Light collected by the photometer aperture is filtered and

modulated by a vibrating reed before it reaches the photodetector. The signal is fur-

t_er amplified and the level of the signal is detected with circuitry within the power

and servo assembly ol the guidance system.

The star tracker is a narrow, field-ol-view (1/2 deg. X I/2 deg. ) instrument.
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Star light is directed into the aperture ot the telescope by the star line-ol-sight

movable mirror and two redirection mirrors. Crossed tuning forks are used to pro-

vide information about the star position within the tracker' s field ot view. The

electronics required to process the star tracker signal are also located in the power

and servo assembly.

The two degrees of freedom required to position the star tracker are identical

to the degrees of freedom provided for the star line-of-sight. Thus, when a star is

tracked the astronaut can compare the star position in the sextant field to the center

ol the reticle. This provides a visual check on the operation of the star tracker.

SCANNING TELESCOPE

The scanning telescope is a single line-of-sight, unit power, 60 degree field

of view instrument used for making known landmark bearing measurements in earth

and lunar orbit and also for general use, such as acquisition of landmarks and stars

for sextant sightings.

The complete telescope assembly rotates within the optical base, similar to

the sextant. The two shafts are continuously tied together with a conventional A. C.

servo system.

The light enters the telescope through a double dove prism. This prism can

be positioned so that the telescope line-or-sight is parallel to the landmark line-ol-

sigr_t (for midcourse landmark acquisition) or parallel to the star line-or-sight for

star acquisition. A third position, offset from the landmark line-of-sight by 25

degrees, is also provided. In this position the scanning telescope covers the complete

sextant field of view. This position is used when the astronaut tries to hold one image

in one of the sextant lines-of-sight while searching for the second image.

To provide backup in case of an electrical failure, the scanning telescope also

contains two mechanical counters connected to the movable parts of the telescope.

These counters can be read and the angles manually entered into the computer in case

ot a malfunction within the angle encoding loop.

Two knobs which can be used for manual positioning of the telescope line-or-

sight are also provided. These provide a backup for the A.C. servo components which

are normally used to position the sextant and scanning telescope.
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Part VI

GUIDANCECOMPUTERDESIGN

INTRODUCTION

Some22years haveelapsedsince the first digital computer wascompleted.
For the past several years, digital guidancecomputershave flown in airplanes, mis-
siles, androckets. Someof thesevehiclesare scarcely bigger than anearly computer,
whoseperformance is surpassedby the guidancecomputers they carry.

Thefirst general-purposecomputerandthe first high speedelectronic number
processor were eachput into use in about1943. Numberswere stored in relay con-
trolled counter wheelsandin vacuumtube ring counters. Thenext fewyears brought
the high speedgeneral-purpose computer, the acoustic delay line, and the electrostatic

storage tube. In the early 1950's higher densities were achieved in logic by the use of

semiconductor diodes, and in memory by the introduction of magnetic cores, drums,

and tapes. The transistor was developed in 1948, and was employed in some experi-

mental small computers intended as prototype airborne computers in the early 1950's.

Transistors began to be employed in large-scale computers in the late 1950's, begin-

ning with computers for military applications. Only now are semiconductor components

beginning to match the enormous density which was achieved in magnetic memories ten

years ago. In today's guidance computers, we are realizing an overall density thou-

sands of times greater than in computers of fifteen years ago. Part of this difference

is due to advances in mechanical design which have been made purely because of the

extreme importance of weight and volume in airborne applications. In cases where

size is not an important factor, densities are lower by an order of magnitude.

Performance has been increased over the years by advances in logical design

as well as in component size and speed. Early contributions of the number bus, binary

arithmetic, and common storage have been followed by such improvements as methods

of fast arithmetic, indexing and other address modification schemes, multiprogramming,

and program interrupt.

Progress in mathematical areas has been a significant factor in our ability to

employ digital computers in airborne guidance at this stage of their development. Com-

puter programming developments have given us automatic programming and internal

"software" routines such as executive control and interpretive programs. Recent
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efforts have produced numerical methods of celestial mechanics which do not overtax

the limited resources of today's guidanee computers; and sampled-data theory has

given rise to methods of stable control of unstable vehicles using digital techniques.

Vast amounts of programming and analysis are needed before today's missions become

tractable for existing computer performance. It is the purpose of the remainder of

this essay to discuss the present state of the art in logical design, hardware, and soft-

ware, particularly as it is applied in the Apollo Guidance Computer.

The reasons for having an airborne computer are so numerous that the computer

engineer is apt to take the parochial viewpoint that the guidance eomputer is the princi-

pal part of the guidance system, and that the other parts, such as inertial, optieal,

radar, and radio elements are ancillary units for sensing and communication. This

picture of a guidance system is somewhat distorted, but not entirely so. In 1962,

J. F. Shea, then Deputy Direetor of Manned Spaee Flight at NASA, and presently Apollo

Project Manager, said, "Although engineers in each discipline tend to regard their

particular developments as the most critical, once the propulsion capability has been

provided the key to reliable execution of a wide range of complex, long-duration mis-

sions is the computational capacity provided aboard the spacecraft. ,,(i)

The Apollo Guidance Computer will be incorporated into the Guidance and Navi-

gation Systems in the Command and Lunar Excursion Modules, Its functions are to

aid in operating the inertial and optical subsystems, to provide steering signals where

human reaction is too slow, to perform spacecraft attitude control with minimum fuel

expenditure, to maintain timing references, to communicate with the Astronauts via

display lights and keyboard, to eommunieate with ground tracking stations via digital

data links, and to perform the ealeulations neeessary to deduce position and velocity

relative to the earth and the moon from the input data available during all flight phases

from boost through lunar landing and rendezvous to final entry and landing.
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ChapterVI- 1

CHARACTERISTICSOFGUIDANCECOMPUTERS

GENERAL

Guidancecomputers are designedto meet a number of severe constraints. The
extent to which the constraints are met dependsuponthe ingenuity of the designers;but
to judgefrom comparisons amongexisting computers, it dependsfar more strongly
on the limitations of available hardware. Themore significant differences in perform-
anceamongcomputerscanbe traced to the degreeto whichtheir designersare willing
to commit themselvesto advancedtechnology,andprocessespreviously untried. To-
day, the complexmicrocircuit andthe multi-layer etchedboard are areas in which
somecomputer makers are attemptingto attain significant advantages,while others
wait andwatchto seethe inevitable problemsarise andbecomesolvedbefore venturing.

Requirementsfor guidancecomputersare extreme reliability, low weight and
powerconsumption,high performancein terms of mathematical answersper second
andinputs andoutputsserviced, andflexibility to grow with the scopeof the mission.
Althoughimmenseachievementshavebeenmadewithin the last few years, the present
generationof guidancecomputers rapidly becomesobsolete; for missions already in the
planningstagescall for muchgreater achievementsin design, programming, produc-
tion, test, and repair thanhave sofar beenrealized.

Somefeeling for the rangeof guidancecomputer characteristics may be obtained
from the tabulation in Table VI-1 of publisheddata (1,2, 3) oncomputers designedwithin
the past few years. Comparisonsare oftenmisleading, especially if oneis trying to
prove superiority of onecomputerover another. It is reasonableandoften necessary
to chooseamongcomputersfor a specific application, but it is not easy, for subtle
differences canbe of great importance. It is less difficult andmore valid to draw con-
clusions aboutthe similarities of various computers from a chart of comparative char-

acteristics. Size and weight data have been omitted here because they tend to be par-

ticularly misleading in the absence of knowledge of the particular input and output

configuration of the computers. This, in turn, is hard to present because of its detailed

nature in some cases and its scanty description in others. Sizes range from 0.2 to

2 cubic feet (0. 005 to 0.05 cubic meters}, and densities are close to that of water.
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LOGICAL DESIGN (4" 5)

Word LenGth - It is desirable to minimize word length in a guidance computer.

Memory sense amplifiers, being high-gain class A amplifiers, are considerably harder

to operate with wide margins (of temperature, voltages, input signal) than, for example,

circuits made of NOR gates. Memory digit drivers are also critical circuits whose

number is equal to the number of bits in a word. Similarly, the time required for

carry propagation in a parallel adder or for circulation in a serial machine is propor-

tional to word length, and, moreover, the very size of a computer is dependent on word

length.

Factors which discourage the minimization of word length are the numbers of

bits required for data words, input and output variables, and instruction words. These

numbers are functions of mission requirements and details of logical design. Most

guidance computers have word lengths of around 24 bits. The Apollo Guidance Computer

is unique among those listed in having 16 bits (of which one is a parity check bit). As

explained later, the difference is due largely to a decision to use multiple-precision

arithmetic for variables concerned with guidance and navigation. Even the longest

word in the list (30 bits) is short by comparison to the large scale computer installa-

tions, where size is not of as great concern as are speed and programming ease.

Instruction Repertoire - The implicit requirements for any Von Neumann-type

computer demand that facilities exist for:

A. Fetching from memory

B. Storing in memory

C. Negating (complementing)

D. Combining two operands (e. g., addition)

E. Address modification

F. Normal sequencing (specifying the location of the next instruction)

G. Conditional sequence changing.

A single instruction can provide several of these facilities, so that a very limited

repertoire is possible, (6) although a large burden is thereby placed on program storage,

and speed is limited. For a relatively small additional cost in complexity, a more

comfortable repertoire is obtained. An operation set of eight instructions can provide

flexibility without sacrificing simplicity. All of the computers listed go beyond this,

however, and in general it is done to obtain speed at a cost in hardware. In some

instances, the taking of square roots and the conversion of numbers between binary

and decimal appear as single instructions. More commonly, the instruction sets con-

rain convenient data handling, branching, and arithmetic operations with from about

24 to 25 codes.
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Speed - Itis well known that the overall speed of a computer can be enhanced

by its logical design, usually at an equipment cost. This may take the form of having

separate adders in a parallel machine for indexing and arithmetic; or it may consist

of providing circuits to speed up multiplication by processing several multiplier bits

at a time. Alternatively, speed can be obtained by providing single instruetions which

perform complex jobs such as the two mentioned in the preceding paragraph. Speed

is important in guidance eomputers, and logical eomplexities are employed in order

to gain speed in virtually every guidance computer design; but size and reliability re-

strictions are of sufficient importance to limit the number and extent of such complexi-

ties. In data processing computers, where size is less important and where speed is

a competitive issue, logie circuits are employed somewhat into the area of diminishing

returns. Guidance computers, as a result, are generally slower than their ground

based relatives.

Input and Output- Guidance computers, and control computers in general, differ

from data processors most signifieantly in the area of input and output. Modern data

processors generally communicate with peripheral equipment which is eomplex and

sophisticated enough to send and receive data over parallel ehannels without the com-

puter having to spend mueh time overseeing the process. In some eases the computer

sends data to a remote buffer register upon receipt of an indication that the remote

unit is ready. In other eases the remote unit interrogates the computer memory as

often as necessary, thus eliminating the buffer. In guidance computers, however, the

input and output are not generally exchanged with such sophistieated machines. Owing

partly to the non-digital nature of such electromechanieal machines as inertial meas-

urement units and rocket steering servos and partly to the strong desire to keep inter-

face circuits and cables as small as possible, the guidance computer spends a sub-

stantial part of its time (or equipment) budget on maintaining communication with these

units.

Another interesting contrast exists between data processors and guidance com-

puters. The former are designed to spread a work load out over a period of time to

achieve a good balance between internal computing and input-output activity. One fig-

ure of merit of a data processing installation is the degree to which it can keep its

various facilitiesbusy by time-sharing them among various independent users. If a

large demand occurs for time on a printer, for example, the results to be printed will

be buffered on a magnetic tape to be printed later when the facility is available. In a

guidance computer, the central processor is time-shared among numerous jobs, but

the allowable delays in reacting to a large demand for input-output service are meas-

ured in milliseconds rather than minutes; and the logical design of computers and sys-

tems must reflect this fact.
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Fault Diagnosis - Another area of interesting contrast between data processors

and guidance computers is in the area of seLf-checking, or fault diagnosis. Since time

on a large computer is valued at hundreds of dollars per hour, it is economically nec-

essary to locate and correct faults very rapidly. For this reason, modern computers

are equipped with circuits whose function is to make fault location nearly automatic.

Guidance computers cannot afford to carry extra hardware for this purpose. It

is important, however, to be able to detect that an error has occurred in flight so that

the proper course of action may be taken. This action might be to switch to a back-up

computer or other means of control, or possibly it may mean that a missile must be

destroyed in order that it not stray far off course. The most common means of fault

detection is by a programmed self-check which is run at all times when the computer

is not otherwise occupied. More refined checking may be done by a limited amount of

circuitry. For example, some guidance computers employ a parity test on the contents

of memory. Still other types of alarms are included in the Apollo Guidance Computer,

including tests for prolonged or insufficient interrupt activity and various sorts of pro-

gram freezes. The sum total of these checks and alarms reduces to a small value the

probability that a malfunction shall go undetected.

HARDWARE

Memory Devices - The ferrite coincident current core memory is the corner-

stone of computer technology, providing fast random access at a few cents per bit in

the megabit range. Thin film memories have had a large research investment and have

surpassed core memories in speed and bit density by little or none at all. Their cost

is relatively high and their capacity is more limited than core. Plated wire promises

to be a substantial improvement, but is not yet advanced enough to be producible or

reliable in data processing or guidance applications.

Core memory is clearly ahead of thin film in data processing applications. The

matter is controversial with respect to guidance computers, where the higher cost and

the capacity limitations of film are less important. Film offers somewhat higher speed,

where core offers the economy of coincident selection plus a large output signal. Den-

sity and reliability are unresolved issues between the two.

High capacity electromechanical memories such as drums and discs are dis-

appearing from guidance computer use. This is so for three reasons: a substantial

increase in packaging density of core and film memories, the serial access nature of

discs and drums, and the limited time that discs and drums can operate without main-

tenance. The high bit densities and large capaoities attainable with electromechanical

memories make them virtually indispensable to large scale data processing installa-

tions, however.
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Fixed memory is not used in data processing to any large degree except as a

means of implementing internal machine logic such as in a program sequence generator.

Its broader use in guidance computers stems from its potential for indestructibility

and high density. Indestructibility is a two-edged sword. It requires that program and

data be determined well in advance of use; moreover it places a limitation on changes

in mission plan such as may be required periodically in ballistic missile applications.

Wherever these limitations are not overly constraining, a fixed memory offers assur-

ance that the computer program is identical through all phases of testing and in flight.

It moreover permits recovery from temporary malfunctions which would alter the con-

tents of an erasable memory.

Some types of memories compromise between reliability and unchangability by

having the ability to be electrically alterable. Modifications of film and core memories

have this property, although coincident selection is less apt to be possible in the core

versions, most of which are relatives of transfluxors. The bit densities of such mem-

ories have been well below those which are available in permanent memories.

Logic Devices - In the past few year.s integrated circuits, or microcircuits,

have been adopted nearly universally by guidance computer designers for at least the

logic portion of their computer designs. Prior to the advent of microcircuits, magnetic

cores were strong contenders as logic elements against all-transistor circuitry. Core

circuits were no larger, and in addition were capable of operating on substantially

lower power than all-transistor circuits. Although special applications may yet exist

which favor the magnetic core, the very small size of microcircuits and their high

speed and proven reliability make them preferred in nearly all instances over cores.

With each passing year, moreover, the power consumption of new microcircuit logic

devices has been substantially reduced. One can now expect to consume less power

with microcircuits than with cores at full speed. The latter elements still retain the

advantage of reduced power consumption at low speed operation.

Data processing machines are only now beginning to use microcircuit techniques,

because of numerous problems which have attended the large scale production of micro-

circuits. If these problems are solved, we may expect to see the same increase in the

ratio of performance to size in the logic area of data processors which was seen in

guidance computers a few years ago.

The primary area in which advances need to be made is in interconnection of

logic units. (7) A poor job of mechanical design results in unreliable connections or low

component density or both; yet it has so far proven quite difficult to arrive at a structure

which is satisfactory in all respects. Some of the essential and important requirements

are reliability, ease of manufacture, thermal conductance, mechanical soundness,

convenient shape, means of inspection and repair, and high density. Some of the
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methods which achieve high density are seriously lacking in some of the other attributes

listed. The multi-layer etched board appears to be a means whereby the technology of

interconnection can be advanced, but there exists some disagreement as to its qualifi-

cations in its present state of development. A highly satisfactory, though somewhat

less dense method, is the welded wire matrix, which is also a multi-layer device, but

not made in an integral unit and not so small as the etched board.
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Word Length

Number System

Memory Cycle Time

Fixed Memory Registers

Erasable Memory Registers

Number of Normal Instructions

Number of Involuntary Instructions

(Interrupt, Increment, etc. )

Interrupt Options

Addition Time

Multiplication Time

Double Precision Addition Time

Double Precision Multiplication

Subroutine Time

Increment Time

Number of Counters

Power Consumption

Weight

Size

15 Bits + 1 Parity

One's Complement

1 i. 7 psec

36,864 Words

2,048 Words

34

i0

i0

23.4 _sec

46.8 _sec

35.1 _sec

575 _sec

ii. 7 _sec

29

i00 Watts (AGC + DSKY's)

58 Pounds (Computer Only)

i. 0 Cubic Foot (Computer Only)

Table VI-2 AGC Characteristics
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Chapter VI-2

CHARACTERISTICS OF THE APOLLO GUIDANCE COMPUTER

LOGICAL DESIGN

General - The AGC has three principal sections. The first is a memory, the

fixed (read on/y) portion of which has 36,864 words, and the erasable portion of which

has 2048 words. The next section may be called the central section; it includes an

adder, an instruction decoder,(SQ), a memory address decoder, (S), and a number of

addressable registers with either special features or special use. The third section is

the sequence generator which includes a portion for generating various microprograms

and a portion for processing various interrupting requests.

The backbone of the AGC is the set of 16 write buses; these are the means for

transferring information between the various registers shown in Fig. VI-1. The arrow-

heads to and from the various registers show the possible directions of information

flow. In Fig. VI-1, the data paths are shown as solid lines; the control paths are shown

as broken lines.

The Fixed Memory is made of wired-in "ropes" which are compact and reliable

devices. The number of bits so wired is in excess of 5 x 105. The cycle time is 12

_sec.

The erasable memory is a coincident current ferrite core system with the same

cycle time as the fixed memory. Instructions can address registers in either memory,

and can be stored in either memory. The only logics/ difference between the two mem-

ories is the inability to change the contents of the fixed part by program steps.

Each word in memory is 16 bits long (15 data bits and an odd parity bit). Data

words are stored as signed 14 bit words using a one's complement convention. Instruc-

tion words consist of 3 order code bits and 12 address code bits.

The contents of the address register S do not always determine uniquely the

address of the memory word. For example, the 2048 erasable registers are accessed

via a 1024 word address field. This is done with a three-bit auxiliary address contained

in the "Erasable Bank" register, which is under program control. Part of the address

field is one-to-one: addresses between 0 and 1377 (octal, or base eight) always refer

to the same registers. Addresses 1400 - 1777 (octal) are ambiguous, and refer to one

of 5 sets of 256 words according to the number stored in the Erasable Bank register.

Vi-13



Z

9_
I.-Z

..II=.
Z r_

I
I
I
I
I
I
I
I
J

o
o

m

o
<

7
F,

VI-14 \ . , L_,



The 3072 word fixed-memory address field encompasses 36,864 words by means

of a 5-bit "Fixed Bank" register and a one-bit "Fixed Extension" channel. Addresses

between 2000 and 3777 (octal) are ambiguous, and refer to one of 34 banks of 1024 words

each according to the number in the Fixed Bank register. If this number exceeds

30 (octal} then the bank selection further depends on the Fixed Extension bit. The Bank

registers and the Extension channel are addressable, and are all in the non-ambiguous

portions of the erasable memory and channel fields.

Transfers in and out of memory are made by way of a memory local register G.

For certain specific addresses, the word being transferred into G is not sent directly,

but is modified by a special gating network. The transformations on the word sent to

G are right shift, right cycle, left cycle, and 7-position right shift for editing inter-

pretive instruction words.

The middle part of Fig. VI -1 shows the central section in block form. It con-

rains the address register S and the memory bank registers which were mentioned

above. There is also a block of addressable registers called "central and special

registers, " which will be discussed later, an' arithmetic unit, and an instruction de-

coder register, SQ. The arithmetic unit is an adder with shifting gates and control

logic. The SQ register bears the same relation to instructions as the S register bears

to memory locations; neither S nor SQ are explicitly addressable. The central and

special registers are A, L, Q, Z, and a set of input and output channels. Their prop-

erties are shown in Table VI-3.

The sequence generator provides the basic memory timing and the sequences

of control pulses (microprograms) which constitute instructions. It also contains

the priority interrupt circuitry and a scaling network which provides various pulse

frequencies used by the computer and the rest of the navigation system.

Instructions are arranged so as to last an integral number of memory cycles.

The list of instructions is treated in detail later. In addition to these there are a num-

ber of "involuntary" sequences, not under normal program control, which may break

into the normal sequence of instructions. These are triggered either by external events,

or by certain overflows within the AGC, and may be divided into two categories: counter

incrementing and program interruption.

Counter incrementing may take place between any two instructions. External

requests for incrementing a counter are stored in a counter priority circuit. At the

end of every instruction a test is made to see if any incrementing requests exist. If

not, the next instruction is executed directly. If a request is present, an incrementing

memory cycle is executed. Each "counter" is a specific location in erasable memory.

The incrementing cycle consists of reading out the word stored in the counter register,

incrementing it (positively or negatively) or shifting it, and storing the results back in
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the register of origin. All outstandingcounter incrementing requests are processed
before proceedingto the next instruction. This type of interrupt provides for asyn-
chronousincremental or serial entry of information into the working erasable memory.
The program stepsmay refer directly to a counter register to obtainthe desired in-
formation and donot haveto refer to input buffers. Overflows from onecounter may
be usedas inputs to another. A further pro_pertyof this system is that the time avail-
ablefor normal program stepsis reducedlinearly by the amountof counter activity
present at anygiventime.

Program interruption also occursbetweenprogram steps. An interruption
consists of storing the contentsof the program counter andtransferring control to a
fixed location. Eachinterrupt optionhas a different location associatedwith it.
Interrupting programs may notbe interrupted, but interrupt requests are not lost, and
are processedas soonas the earlier interrupted program is resumed.

Word Length- The AGC is a "common storage" machine, which means that

instructions may be executed from erasable memory as well as from fixed memory,

and that data (obviously constants, in the case of fixed memory) may be stored in either

memory. The word sizes of both types of memory must be compatible in some sense;

the easiest solution is to have equal word lengths. The AGC is somewhat unique in its

very short word length, and the reasons for it are of some interest. The principal

factors in the choice of word length are:

A. Precision desired in the representation of navigational variables;

B. Range of the input variables which are entered serially or incrementally;

C. Instruction word format. Division of instruction words into two fields, one
for operation code and one for address.

As a start, the word length (15 bits) for two previous machines in this series (4)

was kept in mind as a satisfactory word length from the point of view of mechanization;

i. e., the number of sense amplifiers and inhibit drivers, and the carry propagation

time, etc., were all considered satisfactory. The influence of these principal factors

will be taken up in turn.

The data words used in the AGC may be divided roughly into two classes: data

words used in elaborate navigational computations, and data words used in the control

of various appliances in the system. Initial estimates of the precision required by the

first class ranged from 27 to 32 bits 0(108--+1). The second class of variables could

almost always be represented with 15 bits. The fact that navigational variables require

about twice the desired 15-bit word length means that there is not much advantage to

word sizes between 15 and 28 bits, as far as precision of representation of variables

is concerned, because double-precision numbers must be used in any event. Because

of the doubly signed number representation for double-precision words, the equivalent

word length is 29 bits (including sign), rather than 30, for a basic word length of 15 bits.
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The initial estimates for the proportion of 15-bit vs. 29-bit quantities to be

stored in both fixed and erasable memories indicated the overwhelming preponderance

of the former. It was also estimated that a significant portion of the computing had

to do with control, telemetry and display activities, all of which can be handled more

economically with short words. A short word allows faster and more efficient use

of erasable storage because it reduces fractional word operations, such as packing

and editing; it als0 means a more efficient encoding of small integers.

As a control computer, the AGC must make analog-to-digital conversions, many

of which are of angles. Two principal forms of conversion exist: one renders a whole

number, the other produces a train of pulses which must be counted to yield the desired

number. The latter type of conversion is employed by the AGC, using the counter

incrementing feature. When the number of bits of precision required is greater than

the computer's word length, the effective length of the counter must be extended into

a second register, either by programmed scanning of the counter register, or by using

a second counter register to receive the overflows of the first. Whether programmed

scanning is feasible depends largely on how frequently this scanning must be done. The

cost of using an extra counter register is directly measured in terms of the priority

circuit associated with it. In the AGC, the equipment saved by reducing the word length

below 15 bits would probably not match the additional expense incurred in double-

precision extension of many input variables. The question is academic, however, since

a lower bound on the word length is effectively placed by the format of the instruction

word.

An initial decision was made that instructions would censist of an operation code

and a single address. The straightforward choices of packing one or two such instruc-

tions per word were the only ones seriously considered, although other schemes, such

as packing one and a half instructions per word, are possible. (1) The two previous

computers had a 3-bit field for operation codes and a 12-bit field for addresses, to

accommodate their 8 instruction order codes and 4096 words of memory. In the initial

core-transistor version of the AGC, the 8 instruction order codes were in reality

augmented by the various special registers provided, such as shift right, cycle left,

edit, so that a transfer in and out of one of these registers would accomplish actions

normally specified by the order code. These registers were considered to be more

economical than the corresponding instruction decoding and control pulse sequence

generation. Hence the 3 bits assigned to the order code were considered adequate,

albeit not generous. Furthermore, as will be seen, it is possible to expand the number

of order codes.

The address field of 12 bits presented a different problem. At the time of the

design of the previous computers, it was estimated that 4000 words would satisfy the

the storage requirements. By the time of redesign it was clear that the requirement
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was for 104 words, or more, and the question then became whether the proposed exten-

sion of the address field by a bank register was more economical than the addition of

bits to the word length. For reasons of modularity of equipment, adding more bits to

the word length would result in adding more bits to all the central and special registers,

which amounts to increasing the size of the non-memory portion of the AGC.

In summary, the 15-bit word length seemed practical enough so that the addi-

tional cost of extra bits in terms of size, weight, and reliability did not seem warranted.

A 14-bit word length was thought impractical because of the problems with certain

input variables, and itwould further restrict the already cramped instruction word

format. Word lengths of 17 or 18 bits would result in certain conceptual simplicities

in the decoding of instructions and addresses, but would not help in the representation

of navigational variables. These require 28 bits, so they must be represented in double

precision in any event.

Number Representation - In the absence of the need to represent numbers of

both signs, the discussion of number representation would not extend beyond the fact

that numbers in the AGC are expressed to base two. But the accommodation of both

positive and negative numbers requires that the logical designer choose among at least

3 possible forms of binary arithmetic. These 3 principal alternatives are: one's com-

plement, two's complement, and sign and magnitude.

In one's complement arithmetic, the sign of a number is reversed by comple-

menting every digit;and "end around carry" is required in addition of two numbers.

In two's complement arithmetic, sign reversal is effeeted by complementing each bit

and adding a low order one, or some equivalent operation. Sign and magnitude repre-

sentation is typically used where direct human interrogation of memory is desired, as

in "postmortem" memory dumps, for example. The addition of numbers of opposite

sign requires either one's or two's eomplementation or comparison of magnitude, and

sometimes may use both. The one's complement notation has the advantage of having

easy sign reversal, which is equivalent to Boolean complementation; hence a single

machine instruction performs both functions. Zero is ambiguously represented by all

zero's and by all on____ee's,so that the number of numerical states in an n-bit word is

2n - i. Two's complement arithmetic is advantageous where end around carry is

difficultto mechanize, as is particularly true in serial computers. An n-bit word has

2n states, which is desirable for input conversions from such devices as pattern gen-

erators, geared eneoders, or binary sealers. Sign reversal is awkward, however,

since a full addition is required in the process.

In a standard one's complement adder, overflow is detected by examining carries

into and out of the sign position. These overflow indications must be "caught on the

fly" and stored separately ifthey are to be acted upon later. The number system
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adopted in the AGC has the advantage of being a one's complement system with the

additional feature of having a static indication of overflow. The implementation of the

method depends on the AGC's not using a parity bit in most central registers. Because

of eertain modular advantages, 16, rather than 15, columns are available in all of the

central registers, including the adder. Where the parity bit is not required, the extra

bit position is used as an extra column. The virtue of the 16-bit adder is that the over-

flow of a 15-bit sum is readily detectable upon examination of the two high order bits

of the sum (see Fig. VI-3). Ifboth of these bits are the same, there is no overflow.

Ifthey are different, overflow has occurred with the sign of the highest order bit.

The interface between the 16-bit adder and the 15-bit memory is arranged so

that the sign bit of a word coming from memory enters both of the two high order adder

columns. These are denoted S2 and S1 sinee they both have the significance of sign

bits. When a word is transferred to memory, only one of these two signs can be stored.

In the AGC the S2 bit is stored, which is the standard one's complement sign except

in the event of overflow, in which case itis the sign of the two operands. This preserv-

ation of sign on overflow is an important asset in dealing with carries between com-

ponent words of multiple-precision numbers.

Multiple-Precision Arithmetic- A short word computer can be effective only

ifthe multiple-precision routines are efficient corresponding to their share of the

computer's work load. In the AGC's application there is enough use for multiple-

precision arithmetic to warrant consideration in the choice of number system and in

the organization of the instruction set. A variety of formats for multiple-precision

representation are possible; probably the most common of these is the identical sign

representation in which the sign bits of all component words agree. The method used

in the AGC allows the signs of the components to be different.

Independent signs arise naturally in multiple-precision addition and subtraction,

and the identical sign representation is costly because sign reconciliation is required

after every operation. For example, (+6, +4) + (-4, -6) = (+2, -2), a mixed sign

representation of (+i, + 8). Since addition and subtraction are the most frequent opera-

tions, itis economical to store the result as it occurs and reconcile signs only when

necessary. When overflow occurs in the addition of two components, a one with the

sign of the overflow is carried to the addition of the next higher components. The sum

that overflowed retains the sign of its operands. This overflow is termed an interflow

to distinguish itfrom an overflow that arises when the maximum multiple-precision

number is exceeded.

For triple and higher orders of precision, multiplication and division become

excessively complex, unlike addition and subtraction where the complexity is only

linear with the order of precision. Apollo programs do not require greater than double-

precision multiplication and division, however. The algorithm for double-precision
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multiplication is directly applicable to numbers in the independent sign notation. The

treatment of interflow is simplified by a double-precision add instruction. Double-

precision division is exceptional in that the independent sign notation may not be used;

both operands must be made positive in identical sign form, and the divisor normalized

so that the left-most non-sign bit is one. A few triple-preeision quantities are used in

the AGC. These are added and subtracted using independent sign notation with inter-

flow and overflow features the same as those used for double-precision arithmetic.

Instruction Set - The major goals in the AGC were efficient use of memory,

reasonable speed of computing, potential for elegant programming, efficient multiple-

precision arithmetic, efficient processing of input and output, and reasonable simplicity

of the sequence generator. The constraints affecting the order code as a whole were

the word length, one's complement notation, parallel data transfer, and the character-

istics of the editing registers. The following rules governing the design of instructions

arose from these goals and constraints: three bits of an instruction word are devoted

to operation code, address modification must be convenient and efficient, there should

be a multiply instruction yielding a double length product, facility for multiple precision

must be available, and a Boolean combinatorial operation should be available. These

rules are by no means complete, but give a good indication of what kind instruction set

was desired.

The three bits reserved for instruction codes are capable of rendering a selec-

tion among eight operations with no further refinement. Two techniques are employed

in the AGC to expand the number of operations 4-fold. These are called "extension"

and "partial codes" respectively. Extension is like using a teletype shift code; when

an Extend instruction occurs, it signifies that the next instruction code in sequence is

to be interpreted otherwise than normally. By this means, the instruction set could

be expanded almost indefinitely at a penalty in speed, for a memory cycle time is re-

quired for each extension. In the AGC the size of the instruction set is doubled by an

Extend operation, which calls forth the less-often used instructions. For example,

code 000 selects the Transfer Control instruction unless it is preceded by an Extend,

in which case it selects an Input-Output instruction.

Partial codes are instruction codes which encroach upon the address field. This

technique capitalizes upon the essential difference between fixed and erasable memory.

More specifically, a wider variety of instructions are applicable to erasable than to

fixed memory; for example, all instructions which modify the operand register are not

fully applicable for fixed memory. Since the fixed memory address field in the AGC is

3 times as big as the erasable memory field, it is possible to pack 3 extra erasable

memory instructions into that portion of the entire address field. Thus operation code

101 for addresses 0 through 1777 (octal) selects the Index instruction for the erasable

memory, whose address field is also 0 through 1777 (octal). The same operation code
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for addresses 2000 - 3777 (octal) selects a Double Exchange instruction for erasable

memory, whose addresses are obtained by reducing the address modulo 2000 (octal).

In a similar way, the Transfer to Storage instruction is selected by the same code for

addresses 4000 - 5777 (octal), and the Exchange A instruction for addresses 6000 - 7777

(octal), both for erasable memory. Alternatively, the entire fixed memory field may

select a different instruction for fixed memory, or else the same instruction may be

selected over the entire address field.

Table VI-4 lists the normal AGC instructions. These include facility for double-

precision data handling and addition. Many of these instructions are similar to one

another and share microprogram steps.

Input and output are handled to a large extent by special registers called chan-

nels, which are not accessible through the regular address field. In the version of the

AGC prior to the present one, this was not true; the input and output registers were

addressable for any instruction. Here, the channels are accessible by the input-output

instructions alone. A slight extra degree of freedom is provided by making the Lower

accumulator (L) and Return address (Q) registers accessible through channels 1 and 2

as well as through regular addresses 1 and 2. This is primarily to allow the program-

mer to take advantage of the or and exclusive or input-output instructions.

The remainder of the AGC instructions are involuntary or address dependent,

and are listed in Table VI-5. The last four are not really instructions, but are rather

editing operations on all words written into the specified four addresses. They are

tabulated as instrurtions only because such operations have instruction status in most

computers.

HARDWARE

Logic - The design of the Apollo (_idance Computer began at a time when micro-

circuits were first being produced. Microcircuits held great promise, but were not

well enough proven for the design of this computer to be basell on them; magnetic core

and transistor logic had been used in its immediate ancestry and was scheduled to be

used here. Nevertheless, during the first year of design, microcircuits were evaluated

for possible use in the AGC. When it became clear that microcircuits could be reliably

produced with rigid specifications, the decision was made to substitute them for the

core-transistor logic. In the course of this change, the power consumption increased

by a factor of three, but size and weight were reduced by half, and performance and

speed were doubled. Moreover, though it could not be known at the time, the reliability

of the logic hardware was greatly increased.

One of the important decisions made at that time was to confine the use of logic

microcircuits to a single type to avoid having to develop successfully a number of
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A°

Bo

Ce

Sequence Changing

I. Transfer control, set return address 1 MCT

2. Transfer control only 1 MCT

3. Four way skip and diminish by one 2 MCT

4. Branch on zero 1 or 2

5. Branch on zero or minus 1 or 2

Fetching and Storing

1. Clear and add to Accumulator, A 2 MCT

2. Clear and subtract from Accumulator, A 2 MCT

3. Double clear and add to A and Lower Accumulator, L 3 MCT

4. Double clear and subtract from A and L 3 MCT

5. Transfer to storage 2 MCT

6. Exchange A with storage 2 MCT

7. Double exchange A and L with storage 3 MCT

8. Exchange L with storage 2 MCT

9. Exchange Q with storage 2 MCT

Instruction Modification

i. Index (add to next instruction) 2 MCT

2. Index and extend 2 MCT

All Memory

Fixed only

Erasable

Fixed only

Fixed only

All

All

All

All

Erasable

Erasable

Erasable

Erasable

Erasable

Erasable

All

Requires Extend instruction

MCT = Memory Cycle Time

Table VI-4 Normal Instructions (Part 1)
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D°

Eo

Arit____hmet_ic_andLo_

l°

3.

_',-"4.

5.

_',_6.

_',-"7.

8.

9.

_:_i0.

_',-_ii.

Add to A

Subtract from A

Add to Storage and A

Modular subtract from A (mixed namber system)

Add 1 to storage (Increment)

Increase absolute value of storage by 1 (Augment)

Decrease absolute value of storage by 1 (Diminish)

Double add A and L to storage

Logical product to A

Multiply; product to A and L

Divide A and g by storage; quotient to A

Input Output

-':-_i. Transfer channel to A

;',-_2. Transfer A to channel

,:,3. Logical produet (of A and channel) to A

,:,4. Logical product to channel and A

;:'5. Logical sum to A

-':,6. Logical sum to channel and A

;:,7. Exclusive or to A

2 MCT

2 MCT

2 MCT

2 MCT

2 MCT

2 MCT

2 MCT

3 MCT

2 MCT

3 MCT

6 MCT

2 MCT

2 MCT

2 MCT

2 MCT

2 MCT

2 MCT

2 MCT

All

Erasable

Erasable

Erasable

Erasable

Erasable

Erasable

Erasable

All

All

Erasable

Channels

Channels

Channels

Channels

Channels

Channels

Channels

_',_ Requires Extend instruction

MCT = Memory Cycle Time

Table VI-4 Normal Instructions (Part 2)
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Ae

Bo

Involuntary

1. Transfer to interrupt program, store c(Z) and c(B)

2. Increment by 1

3. Increment by - 1

4. Diminish absolute value by 1

5. Shift left

6. Shift left and add i

Address Dependent

1. Resume interrupted program = Index 0017 (octal)

2. Extend = Transfer control 0006

3. Inhibit interrupt = Transfer control 0004

4. Permit interrupt = Transfer control 0003

5. Cycle right each access

6. Shift right each access

7. Cycle left each access

8. Shift right seven places each access

3 MCT Limited

1 MCT Counters

1 MCT Counters

1 MCT Counters

1 MCT Counters

1 MCT Counters

2 MCT

1 MCT

1 MCT

1 MCT

Address 20 (octal)

Address 21 (octal)

Address 22 (octal)

Address 23 (octal)

MCT = Memory Cycle Time

Table VI-5 Special Instructions
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different devices. A logic circuit was required whose operational function was capable

of synthesizing all switching functions, and which was simple enough to be controllable,

testable, and producible. The circuit chosen was a NOR gate which employs a con-

figuration known as modified direct-coupled transistor logic (DCTL). Three transistors

in parallel, along with four resistors, form a three-input gate with a fan-out capability

of approximately 5, and an average propagation delay of about 20 nanoseconds, while

dissipating about twelve milliwatts of power. A recent modification of design has re-

sulted in a new unit with approximately the same specifications except for a power

dissipation of 5 rnilliwattsinstead of 12. These gates are designed to operate over

the temperature range from 0 to 70°C.

The importance of using a single circuit should not be underestimated. Thou-

sands of logic gates are employed in each computer and barring the use of redundancy

techniques, every one may be considered critical. Indeed, most redundancy techniques

depend on randomness of failures; and in general new components and assembly methods

introduce failure modes which make erroneous the basic assumptions on which the

redundancy is based. High reliability is essential for every gate. Itcan best be

attained by standardization, and can only be demonstrated by the evaluation of large

samples. (8) Had a second type of logic microcircuit been employed in the AGC, the

number of logic elements could have been reduced by about 20 percent; but it is clear

that to have done so would have been false economy, for neither of the two circuits

would have accumulated the high mean time to failure and high confidence level that

the one NOR-circuit has.

Logic equations expressed in the familiar AND, OR, NOT notation may readily

be realized with NOR operators. A two-level and-or expression is realizable in a two-

level NOR-circuit. The NOR function of three variables is as follows:

N(x, y, z) = xy z = x+ y+ z. An ANDfunetionisA(x, y, z) --xy z, and an OR

funetionis 0(x, y, z) = x+ y+ z. By comparison, N(x, y, z) z A(x, _, _) = 0(x, y, z).

The NOT operation, or eomplementation, is the NOR function of one variable; i.e.,

= N(x). Complex Boolean expressions ordinarily arise only in connection with non-

sequential, or combinational aspects of the computer logic. Sequential operations

require storage; and the basic logic storage element is the flip-flop. Two NOR gates

form a flip-flop ifthe output of each is an input to the other, and if all other inputs

are normally zero. Ifone of these other inputs is momentarily made equal to one, the

flip-flop is forced into one state, whereas if a free input on the opposite gate is made

equal to on____e,the other state is obtained. Most frequently, the condition for setting a

flip-flop to a particular state is that two or more other signals simultaneously take on

prescribed values. Detection of such coincidence requires a NOR operation separate

from the flip-flop plus any NOR operation required to invert (complement) the inputs.
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+ 4 VOLTS

INPUT #1 INPU INPUT#3

0 OUTPUT

O) EQUIVALENT CIRCUIT OF NOR GATE

INPUTS OUTPUT

b) DIAGRAM NOTATION FOR NOR GATE

INPUTS, OUTPUT

C) DIAGRAM NOTATION FOR UNPOWERED
NOR GATE (+4 VOLTS DISCONNECTED)

Fig. VI-4 The NOR Gate
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Itis frequently necessary to implement NOR functions of more than three vari-

ables, and also to be able to drive more than five inputs with a single output. For

these reasons, NOR gates may be combined so as to increase either the input (fan-in)

capacity, or the output (fan-out) capacity, or both. Fan-in is increased by connecting

the outputs of unpowered gates to the output of a powered gate. This provides a fan-in

of three times the total number of gates. Fan-out is increased by connecting the outputs

of powered gates together. Both fan-in and fan-out are increased, but the fan-in is not

available because itis necessary to have each input signal connected to as many inputs

in common as there are powered gates connected together. This is done in order to be

able to saturate the transistors, whose current gain is limited. By simultaneous

application of these techniques however, itis possible to increase both fan-in and fan-

out at the same time.

An illustrative example of the employment of NOR logic in the AGC is provided

by the Central register flip-flops. Digits are transferred from one register to another

via a common set of wires called write buses. The sending and receiving flip-flops

are selected by read and write pulses, respectively, applied to gates which either set

or interrogate the flip-flop of the corresponding register. Figure VI-5 shows a hypo-

thetical set of three flip-flops similar to those in one column of the AGC central regis-

ter section. Dashed lines imply the existence of other registers than the three shown.

Diagonal lines, or slashes, after signal names denote inverse polarity. Thus

WRITE BUS/ is normally in the one state, and changes to zero while transferring a

on.___e.Suppose REG 1 contains a on____ee,i.e., the top gate of its flip-flop has an output of

zero. At the time that the READ I/ signal goes to zero from its normally on____estate, the

output of the read gate, CONTENT i, becomes a one. This propagates through a read

bus fan-in and an inverter and fan-out amplifier to make WRITE BUS/ become zero.

Suppose that WRITE 2/ is made zero concurrently with READ i/. Then the coinci-

dence of zero's at the write gate of REG 2 generates a one at the input to the upper

gate of its flip-flop, thus setting the bit to one.

IfREG 1 had contained a zero, the write bus would have remained at on____e,and

no setting input would have appeared at the upper gate of REG 2. The CLEAR 2 pulse,

which always occurs during the first half of WRITE 2, would have forced the flip-flop

to the zero state, where it would remain; whereas when a one is transferred, the

SET 2 signal persists after the CLEAR 2, and thus forces the register back to the on___e

state. Thus the simultaneous occurrence of READ i/, WRITE 2/, and the short

CLEAR 2 pulses transfer the content of REG 1 to REG 2. Only the content of REG 2

may be altered in the process. REG 1 and REG 3 retain their original contents. An

instance of gates being used to increase fan-in is shown where several CONTENT

signals are mixed together to form the signal READ BUS/. An inerease in fan-out

is achieved by the two gates connected in parallel to form the signal WRITE BUS/.
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The main problem of mechanical design in guidance computer logic is the crea-

tion of signal interconnections; indeed, approximately 3/4 of the volume of the AGC is

used for this purpose. Intereonnections are primarily of two types: between modules

by wrapped wire, and within a module by welded matrix.

The carrier into which all modules are inserted is called a "tray. " The AGC

comprises two trays: one for logic, power supply and interface modules, and the other

for memory and ancillary circuit modules. The 15,000 jacks on the tray into which

signal pins are inserted pass through the tray and extend out the other side in the form

of posts with square cross sections. Interconnections between pins are made by wires

whose ends are tightly wrapped around the posts without the use of any further contact

mechanism such as solder or welds. This method has several advantages: it is execu-

ted by a machine, which requires only a few seconds per wire, it is controlled by a

punched card input, it can easily be altered if a change is desired, wires can be run

point to point if desired, and the reliability of the connection is extremely high since

there is no single point where bending stress is applied. Moreover, it is compatible with

hand wiring, which is required wherever wires are twisted together to protect low level

signals, or where heavy gauge wire is needed in order to accommodate high currents.

In the AGC, one of the basic goals has been to make the electronic circuits in

small pieces which are easily installed and removed, for the sake of producibility,

testing, easy diagnosis and economical maintenance. This can only be realized insofar

as it does not excessively degrade the overall packaging density of the computer; for

volume is, of course, critically limited in the spacecraft. It was found expedient to

make 24 modules each containing 120 microcircuit units, separated into two independent

groups of sixty. The twelve-milliwatt gates are packaged one to a unit; sixty gates are

connected together into a circuit with 72 pins to bring signals in and out. The more

recent five-milliwatt gates are packaged two to a unit, because of their less severe

heat transfer requirement. These are organized into sub-groups of thirty, such that

sixty gates are again connected together; and 72 pins are again available to each sixty

gates. The modules are the same size, so that the low-power units are packaged with

double the density of the high power units. Accordingly, the density of pins and inter-

connections has been doubled along with that of the gates.

The main method of connection internal to the module is by matrix. Gates are

disposed in a single row within each sixty-gate sub-group. An array of vertical wires

(at right angles to the row of gates) access every connection to the gates. Horizontal

conductors (parallel to the row of gates) carry signals from gate to gate and from gate

to pin. Connections between horizontal and vertical matrix members as well as between

matrix members and gate connection pins are made by a spot welding process. The

process was developed in an earlier guidance computer project in order to eliminate

the problems of c01d solder joints.
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Power distribution is a special problem in this computer. The current drawn

by the gates is about 6 Amperes for low power gates and about 13 Amperes for high

power. For the sake of efficiency, these large currents must be distributed from the

power supply to the logic modules with very little d.c. voltage drop. Moreover, the

current return, or zero-volt distribution must not sustain any a. c. voltages of such

a frequency or amplitude as to turn on or turn off a gate inadvertently. This is all

accomplished by building an interlaced gridwork of heavy conductors upon the terminal

posts of the tray. Each group of sixty gates shares a ground plane in a module which

is brought out at three equally spaced places to connect to this gridwork, which provides

multiple paths for return current much the same as a ground plane. The other power

line, the positive voltage, is distributed by a gridwork circuit to two points on the

power bus shared in a module by each sixty-gate group.

The main tray structure of the AGC is an aluminum alloy frame into which

the modules are affixed by jacking screws, providing a good thermal path between

modules and tray. The tray in turn is screwed to a cold plate where heat is removed.

A model of the AGC is shown in Figs. VI-8 and VI-9. The front is shown in the first

figure, with the outlines of the six fixed memory modules just visible. One of the six

is partially extracted. The second figure shows the rear and the connector deck with

system and test connector covers. The ruler is calibrated in inches (one inch =

2.54 cm. ).

Memory- The erasable memory of the AGC was inherited from its core-

transistor logic ancestor. (9) It is a conventional coincident-current ferrite core array

whose ferrite compound yields a combination of high squareness and a comparatively

low sensitivity to temperature. Moreover, the silicon transistor circuits which drive

this memory vary their outputs with temperature in such a way as to match the require-

ments of the cores over a wide range, from 0°C to 70°C. Coincident current selection

affords an economy in selection circuitry at the expense of speed in comparison with

linear (v_rd) selection. This is advantageous to the AGC, where the memory cycle

time is already long, largely due to the fixed memory. The 2048 word array is wired

in 32 x 64 planes with no splices in the wires for highest reliability. The planes are

folded to fit into a 9 cubic inch module along with two diodes for each select line. Bi-

directional currents are generated in each selection wire by a double-ended transistor

switching network. The selection of one wire in 32 is made by twelve switch circuits

in an 8 x 4 array; the selection of one wire in 64 is made in an 8 x 8 array. The opera-

tion of the switching network is illustrated in Fig. VI-10. The transistors are driven

by magnetic cores, which offer two advantages over all-transistor circuits: small

size, and storage of address for data regeneration. Again, this circuit economy is

realized at the expense of speed. The timing of the currents which operate the switch

cores is based on the duration of the write current in the memory array, which is

VI- 35 ! : "/



I 

m 
I 

5 

VI-36 





READ
CURRENT,

30OMA

-%
TOP SELECT

CURRENT - 4OMA

ONE OF" EIGHT

BOTTOM SELECT • , rE-jj ) •
CURRENT - 4OMA _ lh _. j, _. . _,. RESET CURRENT " 80MA

5%ONE or EIGHT

.... / \ __

SELECT CURRENTS

READ CURRENT __[---'--I

RESET CURRENT

WRITE CURRENT

DIGIT PLANE INHIBIT CURRENT

I

r--I-

t .....

Fig. VI-IO Erasable Memory Current Switching

vi-38 /



2 microseconds. Two current drivers with controlled rise times, one for reading and

one for writing, are used on each of the two drive select networks. Sixteen more such

drivers are used to drive the digit lines which control the writing phase of the memory

cycle. Current amplitude is governed by the forward voltage drop across a silicon

junction, so that temperature compensation is achieved without any circuit complica-

tions for changes in coercive force.

The output signal from the memory cores has an amplitude of about 50 milli-

volts. Transformer coupling to the sense amplifiers provides common mode noise

rejection and a voltage gain of two. The sense amplifiers have a differential first

stage operated in the linear, or class A mode. A second stage provides threshold

discrimination, rectification, and gating, or strobing. Three reference voltages are

generated for the sense amplifiers by a circuit whose temperature characteristics

compensate for amplitude and noise changes in the memory.

The sense amplifiers are implemented as integrated circuits in order to realize

a number of advantages inherent in single-chip semiconductor circuits. Differential

amplifiers pose a special problem in component matching both internal to a single

amplifier in achieving balance, and among a group of amplifiers in achieving uniform

behavior for common reference voltages. In discrete-component amplifiers a great

deal of time and effort go to specifying and selecting matching sets of circuit compo-

nents. In an integrated circuit, however, balance is readily achieved owing to the

extremely close match between transistors on the same silicon chip exposed to the

same chemical processes. A similar situation holds for uniformity from one ampli-

fier to another. Within the same batch, amplifiers tend to be very much alike, their

differences being easily compensated by external trimming resistors. The efforts

expended in specifying the integrated sense amplifier and in a program of reliability

testing are little if any more costly than for discrete component amplifiers. Indeed,

for a given degree of matching, the cost may be expected to be lower for the integrated

circuit. Considerably more complex than the integrated NOR gate used in the AGC,

the sense amplifier is used in far less number (32 per computer), so that is is feasible

to test and screen each amplifier more comprehensively than a NOR gate, of which

there are over 5, 000 in each AGC. Performance of the sense amplifiers has been

superior, with no spontaneous failures recorded in about a million operational device-

hours as of this writing. Their small size is advantageous in obtaining temperature

tracking, since it is not difficult to keep them at a temperature close to that of the

memory cores. Where sense amplifiers have historically been the "weak link" of

computer memory systems, the integrated sense amplifier has already been proven

to be at least on a par with the rest of the memory electronics.

The AGC fixed memory is of the transformer type and was developed at

MIT. (5, 10) It is designated a "core rope" memory owing to the physical resemblance
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Fig. VI-14 Early Model of Core Rope 
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of early models to lengths of rope. Incorporated into its wiring structure is an address

decoding property, because of which its cycle time is not as short as that of some

other transformer memories whose address decoding is external. The resulting bit

density is extremely high: approximately 1500 bits per cubic inch, (or about 100 bits

per cubic centimeter) including all driving and sensing electronics, interconnections,

and packaging hardware. This high density of storage is achieved by "storing" a large

number of bits in each magnetic core. A stored bit is a one whenever a sense wire

threads a core, and is a zero whenever it fails to thread a core. The total number of

bits is the number of cores multiplied by the number of sense lines having a chance

to thread the cores. The AGC's memory is composed of six modules. Each module

contains 512 cores and 192 sense lines and hence contains 192 x 512 = 98, 304 bits of

information. This information is permanently wired; once the module has been manu-

factured, not a single bit can be changed, either intentionally or unintentionally, except

by physical destruction or by failure of one or more of a number of semiconductor

diodes whose functions are described below.

In the operation of the rope memory, a core is switched in a module, thus

inducing a voltage drop in every sense line which threads the core. Only one word is

read at a time, so that of the 192 sense lines, only 16 are connected to the sense ampli-

fiers to detect which have voltage drops and hence store one's. Thus it is that each

core stores 12 words; and within each module a switching network is included in order

to transmit no more than one of the 12 to the module's output terminals. The principle

of the switching network is illustrated in Fig. VI-17. It consists of diodes and resis-

tors connected so as to block the sense line's output when sense line diodes are reverse-

biased as in the case of d 5 and d 6, and to transmit it when the sense line diodes are

forward biased, as in the case of d 1 and d 2. A second-stage switch composed of d 3

and d4 is used to select one of six modules' outputs to be transmitted to the sense

amplifiers. Only the selected line in the selected module is transmitted; all others

are blocked by one or two sets of reverse-biased diodes. All of these selection diodes

are physically located in the rope modules to minimize the number of terminals nec-

essary for each module. The application of selection voltages to the line and module

select terminals is a part of the address decoding which is external to the rope; the

balance is internal. The means by which a single core in a module is caused to switch

is as follows: First, a switching current is applied, which attempts to set 128 cores.

Four such current lines serve a 512 core module. Second, an inhibit current is

simultaneously applied to either the first half or the second half of each group of

128 cores. Two inhibit lines exist for this purpose. Third, another inhibit current

is simultaneously applied to either the first or the second half of each half-group. Two

more inhibit lines exist for this purpose. Fourth, six more pairs of inhibit lines exist

for the purpose of reducing the uninhibited core groups successively by halves until
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only onecore is left uninhibited. Onemember of eachinhibit pair carries current at
a time; there are 8pairs in all to select among27 cores, of which 7 pairs correspond
to the 7 low order addressbits. The eighth pair is logically redundant,being selected
by the parity of the address. The redundancyis usedto reducethe amountof current
required in eachinhibit line. After the selectedcore hasswitched, a reset current is
passedthrough all cores. Onlythe core whichwas just set will changestate, andthe
senseamplifiers maybe gatedon during either the set or the reset part of the cycle
to read information out of the memory. The noise level during reset is lower than
during set for a numberof reasons, but the accesstime, which is the time it takesto
read the memory after the addressis available, is longer that way. Both wayshave
beenusedin the AGC;the newer designuses the longer accesstime andproducesthe
addressearlier to makeup for it.

INTERFACEMETHODS

General - Information transfer between the AGC and its environment occupies

a substantial fraction of the computer's hardware and its time budget. An attempt has

been made to minimize the number of different types of circuits involved. This mini-

mizes engineering effort and makes the computer more easily produced and tested.

The impact of this design philosophy on the system has been substantial, and it came

about only by active cooperation between subsystem design and system integration

groups. The nature of information handled through the interfaces is varied. In some

cases computer words are transferred bodily into and out of the computer. Prelaunch

and in-flight radio links are maintained between the computer and ground control.

Owing to the great difference in data rates between up and down directions, the mecha-

nizations differ considerably. The down link operates at a relatively high rate (50 AGC

words or 800 bits per second) and is made so as to occupy a minimum of the computer's

time budget. The circuit is relatively expensive. It serializes a word stored in par-

allel in a flip-flop register and, upon command, sends the bits in a burst to the central

timing system of the spacecraft. The up link uses memory cycles to effect a serial

to parallel conversion of data. Each bit received requires a memory cycle; a maxi-

mum of 160 bits per second are allowed. The cost in equipment is small. The same

procedure used in the up link for serial to parallel conversion is used for whole word

transfers out of the computer to digital spacecraft display units. It is also used to

accept data from the radar measurement subsystem and can be used if desired to com-

municate between the two AGC's in the command module and the LEM.

Incremental information transfer is similar to serial information transfer in

that a sequence of pulses is transmitted over a single channel. It differs in that each

pulse represents the same value, or weight, as opposed to serial transfer, where two

adjacent pulses differ in weight by a factor of two, and where the concept of positional
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notation is employed. An incremental receiver countspulsesto form a word, where a
serial receiver shifts pulsesto form a word. Incremental information transfer was
adoptedas a meansof analogdatatransmission in order to maintain high precision and
standardization. In the conversion of gimbal anglesandoptics angles, an intermediate
transformation to incremental form is madein the CouplingDataUnits (CDU's), the
inputsto which are electrical resolvers. The alternative to havingthis extra con-
version is to measurethe time difference betweenzero crossings of resolver outputs,
to dowhich may involve equally "expensive"hardware. TheApollo accelerometers
are incremental by nature, producinga pulseoutputto the computerfor eachunit
changein velocity. Incremental transfer is also usedfor anglecommandsfrom the
computerto the gyros andthe CDU's, andfor thrust control andcertain display func-
tions in the spacecraft. Pulses are sent in groups or 'Bursts" at a fixed rate. Pulse
rate multipliers wouldbe required in order to sendsmooth, continuouspulsetrains,
andthese are more costly in equipment.

Discrete signals are individual or small groups of binary digits which give com-
mandsor feedbackfor discrete actions, suchas switch closures, mission phase
changes,jet firings, display initiations andmanyother similar controlled events. The
display portion of the computer communicateswith the computer proper by discrete
signals in groupswhichcarry encodedinformation. Serial transmission might be
suitable for this communication,but wouldbe costlier owingto the small number of
bits involved.

The computeris the primary source of timing signals for all spacecraft sys-
tems; andwithin the guidanceand navigationsystem it furnishes in the neighborhoodof
twentytime pulse signals to various subsystems.

The developmentof the Apollo Guidancesystem has followed a number of prin-
ciples which reflect experiencegainedin previousmissile-borne control systems:
electrical isolation and asynchronism. Electrical isolation is an important point which
hasboth electrical andlogical implications. The computer is connectedto the power
supplyreturn at a single place, thus avoiding "groundloops." Isolation of interface
signals is accomplishedby transformer coupling, by switch closure (relays), or by a
high resistance d.c. current signal. Input andoutput circuits are designedso that no
damagecanbe causedby improper connectionsat the interface, suchas short circuits
to ground. The ability to acceptasynchronousinputs, i.e., those not related to com-
puter timing signals, is desirable becauseit affords a designwith a minimum of ref-
erenceto signals outsidethe computer, andreducesthe number of signals across the
interface. This principle is particularly important for signals whosefunctions are to
interrupt normal program sequences.
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Number of Discrete Inputs 73

Number of Input Pulses
(Serial and Incremental) 33

Number of DC Output lYiscretes 68

Number of Variable Pulsed Outputs

(Serial, Incremental, and Discrete) 43

Number of Fixed Pulsed Outputs I0

Number of Connector Wires 365

Table VI-6 AGC Interface Summary
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Inputs - Incremental and serial inputs are received in special erasable memory

cells called "counter registers." They are made special by the fact that pulses received

by the computer cause short interruptions of the program sequence during which one

of these registers is interrogated and modified. Just which counter register is involved

and what the modification to its contents is are determined by the particular input

being responded to. Since there are 29 of these registers, some provision must be

made to accommodate simultaneous requests for servicing several counter registers.

The circuit which accomplishes this and in addition satisfies the principle of asynchro-

nism is known as the "Counter Priority" circuit. This circuit stores incoming pulses

until they can be processed. If more than one request is pending, preference is given

to the one for the counter register whose address is lowest. When the "Counter Incre-

ment" cycle begins, the priority circuit delivers to the S register the address of the

counter register having the outstanding request of highest priority. At about the same

time, the choice is made as to how the counter's contents will be modified when they

are obtained. This choice is based upon the source of the request. The counter word

is shifted if it is one of the serial data receiving counters. If the "one" input received

the request, a low order one is added after shifting; if the "zero" input received the

request nothing is added. When the register is full, a program interrupt is requested.

For a counter which is an incremental receiver, a low order plus one or minus one is

added, depending upon whether the positive or negative requesting input was received.

Since counter words are in the erasable memory, they are always readily accessible

by any program. Each increment or shift requires a memory cycle for its exe6ution,

so the aggregate counting rate has to be limited in order to avoid an excessive use of

the computer's time budget. In some instances, this requires having a logic circuit

between the interface and the priority circuit which prevents the input pulse rate from

exceeding a chosen level.

Two types of discrete inputs to the computer are distinguished -- interrupting

and non-interrupting, the latter class being much larger than the former. Non-

interrupting discrete inputs are signals which can be interrogated by input-output chan-

nel instructions. They are mechanized either as d.c. inputs through a filter to a logic

gate, or as a.c. signals, transformer coupled to a flip-flop which is reset after inter-

rogation. Interrupting inputs, in addition to appearing where they can be interrogated,

announce their presence to the computer's sequence generator by initiating a program

interrupt. A priority circuit similar to the Counter Priority circuit buffers the asyn-

chronism of the inputs and resolves ambiguities caused by simultaneous interrupt

requests. At the earliest permissible time, the Interrupt Priority circuit forces a

transfer of control to a particular address, where the computer program interrogates

the appropriate inputs and initiates any necessary action. The original program is

then resumed at the point where it was interrupted. Interrupt programs never exceed

a few milliseconds in running time.
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Outputs - With one major exception, the AGC uses its counter register process-

ing facility to make all conversions from parallel words to serial and incremental pulse

trains. The exception is the down data link circuit mentioned previously, where a

rather costly circuit is used so that the high bit rate will not detract from the time

budget. Serial outputs originate from counter registers which contain the word to be

transmitted. Fifteen successive shifting requests are applied to the Counter Priority

circuit; each time an overflow occurs during the shifting process, a one pulse is sent

to a transformer output circuit. If no overflow occurs, a pulse representing a zero is

sent to another output. This is a self-timing form of serial transmission, and is fully

compatible with the serial input counter circuits.

Incremental transmission is made by placing a number in an output counter

register and activating the Counter Priority circuit at a fixed rate of 3200 times per

second. Each time the counter is processed, the number in the counter register is

diminished by a low order one of such a sign that the register's contents approach zero.

An output pulse is generated concurrently each time on one of two lines, depending on

the sign of the number in the counter register. When the number has reached zero,

the periodic activation of the Counter Priority circuit ceases, and the pulse burst

terminates. Bursts of anywhere from one to 16,384 pulses can be generated this way.

Two forms of digital-to-increments/-to-ans/og conversion are used in the Apollo Guid-

ance Equipment. The simpler of the two is used for gyro torquing. During an output

pulse burst, a precision current source is gated on, so that an amount of charge pro-

portions/to the desired angle change is forced through the torquing element. A single

precision element is used for this form of conversion, but external storage is required

for the result. In this case the storage is in the mechanical gyro angle. The second

form uses a counting flip-flop register and a resistance ladder. The number in the

register controls the switching of a set of precision resistors in an operational ampli-

fier network such that the amplifier output is proportional to that number. These lad-

der networks are located physically in the Coupling Data Units. An increments/form

of information transfer from the computer to the Coupling Data Units is used in order

to minimize the interface. Severs/precision elements are needed for this kind of

conversion, but no external storage is needed. Thus these analog signals are available

as voltages for driving such equipment as attitude displays and steering gimbals for a

rocket engine.

Discrete outputs are controlled either directly or indirectly by program. Typi-

cs/ly, a discrete output is turned on by placing a on___ein the proper bit position of an

output channel, which sets a flip-flop. If the output is transformer coupled, the flip-

flop signal drives a transistor output circuit. For higher power levels, the transistor

output circuit drives a relay located in the Display and Keyboard unit, and the relay's

contacts are connected to the interface.
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Fixed outputs are steady pulse trains which are used to synchronize other

equipment. Nearly all of these are transformer coupled, and are generated simply by

driving the transformer circuit with the appropriate pulse signal.

Display and Keyboard - The Display and Keyboard unit (abbreviated DSKY) is

in some respects like an integral computer part, yet it is operated with the same inter-

face circuits used for connection to other subsystems and systems. Since it serves as

the channel for human communication with the computer, it needs a rather high peak

data rate without either being very large in itself or having overly many wires between

itself and the computer located a few meters distant along a cable.

The principal part of the display is the set of three light registers, each con-

talning five decimal digits composed of electroluminescent segmented numerical lights.

Five digits are used so that an AGC word of 15 bits can be displayed in one light reg-

ister by five octal digits. No fewer than three registers are used because of the fre-

quent need to display the three components of a vector. No more than three are used

because the extra space and weight penalty cannot be justified. In addition to the nu-

merical lights, a sign position is included in each light register. The convention is

used that when a sign appears, the number is to be interpreted as decimal. Otherwise

it is taken to be octal. Electroluminescent lights are small and easy to read, and re-

quire relatively little power. They are driven by an 800 cycle alternating voltage sup-

ply, switched by miniature latching relays. These have a substantial power advantage

over the equivalent electronic circuitry. The contacts, well suited to the high a. c.

voltage, are used for decoding, while the latching action provides a storage function.

Both latching and non-latching relays are used for interfaces with other subsystems

and systems, and are located in the DSKY's where they share driving circuits with the

light register relays. A double-ended selection matrix is used for actuating the relays.

This is organized so that one of fourteen groups of eleven relays is set at a time.

Eleven signals are required from the computer to govern the configuration of the eleven

relays in a group, and four more bits are used to select one group out of fourteen,

making fifteen bits. The fact that this is the size of an AGC word is not entirely coin-

cidental. This arrangement allows one word in the DSKY output channel to control

enough relays to light two numbers in a light register and one stroke of a sign.

Digits are entered into the computer from a keyboard of nineteen push buttons

including the ten decimal digits, plus and minus, and a number of auxiliary items.

No more than one key is depressed at a time, so the nineteen key functions can be

encoded into five signals. This is done by a diode matrix in the keyboard section of

the DSKY. In order that each key depression can be quickly gathered and interpreted,

the key code inputs to the computer are of the interrupting type. The key input channel

is interrogated by the keyboard interrupt program, which also makes a request to the

computer's executive program to process the character at the earliest opportunity. A
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Fig.  VI-23 AGC Display and Keyboard 
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"trap" circuit logically differentiates the leading edge of the key code signal so that no

more than one interrupt is made for each depression of a key. This trap circuit is

reset by a signal through all of the normally closed contacts of the keys; the reset

signal is present only when all keys are released. Problems from key contact bounce

are avoided by having flip-flops at the input channel to receive the key code signals.

In addition to the three light registers, the display has other digit displays

labeled verb, noun, and program. The keyboard has keys labeled verb, noun, enter,

and clear as well as three others. These are used to enable concise yet flexible com-

munication between man and computer. Commands and requests are made in the form

of sentences each with an object and an action, such as "display velocity" or '_oad

desired angle." The first is typical of a command from man to machine; the second is

typical of a request from machine to man. The DSKY is designed to transmit such

simple commands and requests made up of a limited vocabulary of 63 actions, or

'k, erbs" and 63 objects, or "nouns." These verbs and nouns are, of course, displayed

by number rather than by written word; so it is necessary to learn them or else to have

a reference document at hand. To command the computer, the operator depresses

the verb. key followed by two octal digit keys. This enters the desired verb into the

computer, where it is stored and also sent back to the DSKY to be displayed in the

verb lights. The operator next enters the desired noun in similar fashion using the

noun key, and it is displayed in the noun lights. When the verb and noun are specified,

the enter key is depressed, whereupon the computer begins to take action on the com-

mand.

When the computer requests action from the operator, a verb and a noun are

displayed in the lights, and a relay is closed which causes the verb and noun lights to

flash on and off so as to attract the operator's attention and inform him that the verb

and noun are of computer origin. To illustrate the usefulness of the requesting mode,

consider the procedure for loading a set of three desired angles for the IMU gimbals.

The operator keys in the verb and noun numbers for "load 3 components, IMU gimbal

angles." When the enter key is depressed, the computer requests that the first angle

be keyed in by flashing and changing the verb and noun lights to read 'toad first com-

ponent, IMU gimbal angles." Now the operator keys in the angle digits, and as he does

so the digits appear in light register number one. When all five digits have been keyed,

the enter key is depressed. The verb and noun lights continue to flash, but call for the

second component; and when it has been keyed and entered, they call for the third com-

ponent. When the third component has been entered, the flashing stops, indicating that

all requests have been responded to. If a mistake in keying is observed, the clear key

allows the operator to change any of the three angles previously keyed until the third

angle has been entered.
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Program lights give the operator an indication showing what major programs

the computer is running. Additional features of the DSKY are discrete alarm and

condition lamps, a condition light reset key, and a key with which the operator re-

linquishes his use of the display lights to the computer. The last named function is

useful because it is not always known a priori whether the operator's command has a

higher priority than the computer's request. This is resolved by having the operator

make the decision. If a keyboard entry sequence is in progress at a time when the

computer program has a request or a result to display, a condition lamp is turned on

to notify the operator of the fact. When he is ready to have the computer use the dis-

play, he need only depress this release key.

UTILITY PROGRAMS (Ii, 12, 13)

Interpreter - Most of the AGC programs relevant to guidance and navigation

are written in a parenthesis-free pseudocode notation for economy of storage. In a

short word computer, such a notation is especially valuable, for it permits up to

32,768 addresses to be accessible in a single word without sacrificing efficiency in

program storage. This notation is encoded and stored in the AGC as a list of data

words. An AGC program called the "interpreter, " translates this list into a sequence

of subroutine linkages which result in the execution of the pseudocode program. A

pseudocode program consists of lists called "equations. " Each equation consists of

a string of operators followed by a string of addresses to be used by the operators.

Two operators are stored in an AGC word, each one being 7 bits long. A partial list

of operators appears in Table VI-8.

Use of the interpreter accomplishes a saving in instruction storage over pro-

grams generated in an automatic compiler, and it affords the programmer a rapid and

concise form of program expression which liberates him from the time consuming job

of programming in basic machine language. In so doing it expands the instruction set

into a comprehensive mathematical language accommodating matrix and vector opera-

tions upon numbers of 28 bits and sign. This is made possible at the modest cost of a

few hundred words of program storage and the cost of about an order of magnitude in

execution time over comparable long word computers.

Executive - All AGC programs operate under control of the Executive routine

except those which are executed in the interrupt mode. Executive controlled programs

are called "jobs" as distinct from so-called "tasks, " which are controlled by the Wait-

list routine and completed during interrupt time. The functions of the Executive are to

control priority of jobs, to permit time sharing of erasable storage, and to maintain

a display discrete signal denoting "Computer Activity."

Jobs are usually initiated during interrupt by a task program or a keyboard

program. The job is specified by its starting address and another number which gives
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DP = double precision

Operator

DP Add

DP Subtract

DP Multiply

DP Divide

DP Sine

DP Cosine

DP Arc Sine

DP Arc Cosine

DP Square Root

DP Square

DP Vector Add

DP Vector Subtract

DP Vector x Matrix

DP Matrix x Vector

DP Vector x Scaler

DP Vector Cross Product

DP Vector Dot Product

Average Execution Time, Milliseconds

0.66

0.66

1.1

2.5

5.6

5.8

9.3

9.1

1.9

0.76

0.92

0.92

9.0

9.0

3.3

5.0

3.1

Table VI-8 Partial List of Interpretive Operators
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it a priority ranking. As the job runs, it periodically checks to see ifanother job of

higher priority is waiting to be executed. If so, control is transferred away until the

first job again becomes the one with highest priority. No more than 20 milliseconds

may elapse between these periodic priority checks.

When a job is geared to the occurrence of certain external events and must wait

a period of time until an event occurs it may be suspended or "put to sleep." The job's

temporary storage is left intact through the period of inactivity. When the anticipated

event occurs the job is "awakened" by transfer of control to an address which may be

different from its starting address. If a job of higher priority is in progress, the

"awakening" will be postponed until it ends.

When a job is finished ittransfers control to a terminating sequence which

releases its temporary storage to be used by another job. Approximately ten jobs may

be scheduled for execution or in partial stages of completion at a time.

Waitlist - The function of the Waitlist routine is to provide timing control for

other program sections. Waitlist tasks are run in the interrupt mode, and must be of

short duration, 4 milliseconds or less. If an interrupt program were to run longer

it could cause an excessive delay in other interrupts waiting to be serviced, since one

interrupt program inhibits all others until it calls for resumption of the normal pro-

gram.

The Waitlist program derives its timing from one of the counter registers in

the AGC. The Counter Priority stage which controls this counter is driven by a peri-

odic pulse train from the computer's clock and scaler such that it is incremented every

i0 milliseconds. When the counter overflows, the interrupt occurs which calls the

Waitlist program. Before the interrupting program resumes normal program it pre-

sets the counter so as to overflow after a desired number of i0 millisecond periods

up to a limit of 12,000 for a maximum delay of 2 minutes.

If the Waitlist is to initiate a lengthy computation, then the task will initiate

an Executive routine call so that the computation is performed as a job during non-

interrupted time.

Display and Keyboard- The programs associated with operation of the two Dis-

play and Keyboard units are basic to the employment of the AGC in the Apollo Guidance

and Navigation system. These programs are long, but their duty cycle is low, so that

their use of the time budget is reasonably small.

Key depressions interrupt to a program which samples the key code, makes a

job request to the Executive, and then resumes. When this job is initiated, it examines

the code and makes numerous branches based on past and present codes to select the

appropriate action. Nearly always, a modification of the light registers in the display
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is called for. A periodic interrupt program similar to Waitlist, but occurring at fixed

time intervals, performs the required display interface manipulations after it has been

initiated by the job. More complex situations occur as a result of lengthy processing

of data and periodic re-activation of a display function. For example, it is possible

to call for a periodic decimal display of a binary quantity, for which the Waitlist is

required to awaken a sampling and display job every second. This job samples the

desired register or registers and makes the conversion to decimal according to the

appropriate scaling for the quantity, i. e., whether it is an angle, a fraction, an integer,

etc., and where the decimal point is located.

The Keyboard and Display programs are highly sophisticated routines to which

a certain amount of computer hardware is expressly devoted for the sake of efficiency.

They also make full use of the Executive and Waitlist functions to furnish a highly

responsive and flexible medium of communication.
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Chapter VI- 3

MECHANIZED AIDS TO DESIGN AND PRODUCTION

MANUFACTURING

A number of automated processes are employed in the production of the

Apollo Guidance Computer hardware. This has been done largely for the sake of

minimizing human error and thus minimizing the consequent problems of rework-

ing parts which were improperly built.

The case of the computer consists of metal pieces processed on a numeri-

cally controlled milling machine.

Signal matrices which interconnect microcircuit logic packages within a 60-

package module are made semiautomatically, using punched paper tape to control

a punching die which forms a matrix layer from a thin sheet of metal. Layers are

insulated and stacked by hand before being hand-welded to the logic packs.

Another tape-controlled semiautomatic process is used for threading sense

wires in Core Rope memory modules. Information on paper tape is used to position

a rope fixture for an operator to pass a wire bobbin through core holes in which on___ee's

are to be stored, bypassing those where zeros belong. The bobbin is passed as many

times as there are one's on the particular sense wire; and following each pass the

tape is advanced so as to cause the fixture to be properly positioned for the next pass.

When all 192 wires have been fully threaded and terminated, the module is tested on

a rope memory tester, which operates the module as it will be operated in the computer.

A punched tape input to the tester is compared against the information content of the

module.

Interconnections between modules are made by wire which is terminated by

tightly wrapping it about a rectangular post. The wrapping process may be done manu-

ally or automatically. In the AGC most of the wiring is done automatically by a

machine whose information input is in the form of punched cards. The machine posi-

tions the wire over the pins with as many as 2 right angle (90 °) bends in it, cuts it,

strips the insulation at the ends, and wraps both ends
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INTERCONNE CTION WIRING

The raw data for interconnection of modules is necessarily originated by hand.

There have been several instances of computer makers using automated logical design

procedures in which the manual input was in the form of Boolean expressions to be

mechanized. Such procedures, attractive as they sound, are difficult to prepare and

check out, and owing to their necessary inflexibility are not as efficient in hardware

utilization as manual design methods. In the AGC, logic circuits are assigned to

modules when they are drawn, and terminal assignments are made at the same time.

A name is given each terminal signal using the rule that all terminals bearing the

same signal name shall ultimately be connected together, and no connections shall be

made between terminals bearing different names. A punched card is prepared for

every used terminal of every module, whether it be a logic module or any other kind.

These cards are accepted by a so-called "Wirelist" program, which sorts the inputs

by signal name to show the terminal groups. On each card pertaining to a logic mod-

ule, a number is added stating the loading or generating nature of the circuits connected

to the terminal within the module. The Wirelist program processes these numbers

showing for each signal name (group) whether the load exceeds the drive or vice versa,

and by how much. This is a useful feature, for whereas it is not difficult to analyze

loading of a signal entirely contained in a module and hence drawn on a single sheet

of paper, it is perplexing to analyze loading on a signal which goes several places

and appears on several different drawings.

The Wirelist program prepares a printed_document showing the terminal

groups listed alphabetically, and also showing the signal names for each module termi-

nal listed in numerical order. The information file, obtained from the cards and

stored on tape, constitutes the input to the program which prepares the card deck for

the wire-wrap process.

The preparation of the card deck for wire wrapping would be a tedious task

without the aid of automatic data processing. Starting from a magnetic tape file list-

ing all of the interconnections in the AGC, a computer program assigns a path to

each wire, punches the card deck, and prints a listing of what it has done. The pro-

gram examines in order each group of terminals which are to be wired together.

Since there is no pre-specified order in which the terminals in a group are to be joined

to one another, the program tries to minimize the wire length by a sequential trial

and error process. Not all possible configurations can be tried owing to the excessive

time required; so an algorithm is used which can find an optimal or nearly optimal

solution in a short time. The program thus arrives at a definition of th_ connections

within a group, i.e., a list of terminal pairs.
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It is next necessary to decide how a wire will proceed from one terminal

to the other, a straight line is only possible if the terminals happen to lie in the

same row or column. A rectangular layout pattern is used so as to avoid ehoking

the gaps between terminals. The program first tries to assign either a straight

wire or one with a single bend. If wires previously assigned have blocked the gaps

through which this would have to pass, then another assignment is tried. If all

possible assignments have been tried without success, no control card is punched

for this wire. Rather an entry is made on the printed listing calling for a manual

insertion of the wire after the automatie wrapping is complete.

PROGRAM PREPARATION

Assembler - The standard programming language for the AGC is an assembly

language, in which each machine word of program is represented by a symbolic

expression on an 80-column punched card. In fact, it can be said that there are two

programming languages, basic and interpretive, and that any sizable program

contains large amounts of both. As these languages are mutually exclusive, that is,

no expression in one can be mistaken for any expression in the other, the assembler

readily handles any mixture of the two. The punched-card format consists of three

main fields.

A. Location field, which may be used to assign a symbolic name to

the location of the machine word defined on the card;

B. Operation Code field, containing a symbolic code specifying the

operation to be done, which determines whether the expression

on the card is in basic or interpretive language; and

C. Address field, which in basic language usually contains a wholly

or partially symbolic expression that specifies the address of

the location to be operated upon.

There are many exceptions in detail to those definitions; only the most

common use of each is given. Ample space is provided also for explanatory

remarks, which are an integral part of the assembly-language file of a program.

The printed listings made during assemblies, which for complete mission programs

run to several hundred pages, thus constitute a medium of communication among

the 50 or so engineers who do most of the programming.

The assembly program itself runs on the Instrumentation Laboratory's

Honeywell 1800 data processing installation and performs in parallel its two

major tasks, assembly and updating.

4
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The assemblyprocess translates programs in assemblylanguageinto absolute
binary form for simulation andmanufacturing,prints a listing in whichthe symbolic
andabsoluteforms of eachword of the program are displayedside by side, and
prints diagnosticinformation aboutsyntactical errors. Theassemblyprocess also
allocates memory spaceto the program andto its variables andconstants. The
updatingprocess maintains magnetictape files of current programs in bothassembly-
languageandabsoluteform, greatly reducing the needto handlelarge numbersof
punchedcards. For example, a program may be revised by presenting to the assem-
bler just enoughcards to specify the changes.

Assembly and updating take from less than 30 seconds to several minutes,

depending on the size of the program being assembled and the amount of information

on the file tape. The absolute binary files generated by assembly and maintained

by updating are the input to the AGC simulator program and to program manufactur-

ing activities that are described in later sections.

It may be instructive to trace briefly the history of part of a mission pro-

gram -- re-entry guidance, for example -- from the conceptual stage to actual

readiness for flight.

A. The mathematical ideas are blocked out roughly, tolerances guessed,

variables and effects judged to be significant or negligible, and some

such decisions are left to be settled by trial and error.

B. A procedure employing the concepts is worked out, using one

mathematical model for the spacecraft with its guidance and

navigation system, and another for the environment. This procedure

is then employed in a data processor program for testing.

C. The program is compiled, tested, revised, and retested, until the

mathematical properties of the procedure are satisfactory.

Because these programs retain 2 to 4 more digits of precision

than double-precision AGC programs, the variables at this stage

may be considered free of truncation or round-off error. It

is desirable to do as much pinning down of the procedure as

possible in steps B and C, since these programs run a good

deal faster than real time.

D. An AGC program is written by translating the relevant parts of

the program into AGC assembly language; the more mathematical

parts, such as position and velocity updating, into interpretive

language, and the more logical, such as turning reaction control

jets on and off, into basic.
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E. In combinationwith the utility programs describedpreviously, the AGC
program is assembled. After two or three revisions, whenthe grammatical
errors that can be detected by the assembler are eliminated, the program

checkout is begun by use of the AGC simulator, another data processor

program, which is described later. In advanced stages of checkout, this

simulation incorporates the part of the program of steps B and C that

models the environment. AGC simulation discovers the numerical proper-

ties of the procedure, since all effects of scaling, truncation, and round-

off are present. Steps D and E are repeated until the program fulfills the

goals determined in step A. Severe problems may send the engineers back

to step B, or even to step A.

F. Up to this point, everything has been done on the initiative of the 3- or 4-

man "working group" whose specialty is the particular phase of the mission.

Now, however, this AGC program must be integrated with the rest of the

mission program. Using the updating facilities of the assembler, the work-

ing group transfers its own coding to the mission program and, in cooper-

ation with the group in charge of program integration, checks out not only

its operation but its ability to "get along with" the other parts of the mis-

sion program, e.g. , staying within its part of the time budget. Here again,

the AGC simulator is the primary tool.

G. At this point, or sometimes before step F, it is necessary to run an AGC

attached to guidance and navigation and ground support equipment. This is

the last procedure devoted entirely to the checkout of an AGC program.

H. When all of steps A through G for a whole mission program have been com-

pleted, the assembly listing of the program is given the status of an engi-

neering drawing. Only now are rope memory modules wired; and further

testing is for the benefit of other subsystems as much as of the program.

It should be explained that by "mission" is meant not only a flying mission but

lesser responsibilities as well. Early mission programs, shipped with computers to

other contractors to aid them in testing their systems, consisted mostly of utili.ty

programs.

Simulator - The assembler is designed to detect programmer errors of the

nature of inconsistencies, but it is not capable of checking program validity in general.

The hazards are numerous: faulty analysis of a problem, incorrect scaling, wrong use

of instructions, interference with other programs, wrong timing, endless loops, and

many other pitfalls familiar to programmers. Strictly speaking, the AGC program

can never be fully tested before it is operated in a system in flight. Short of this, how-

ever, it is possible to prove out a program to a high degree of confidence by simulations
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of the program operating in an environment. Several possible approaches have been

taken to the simulation study. In one, a computer and other parts of the guidance and

navigation system are operated in conjunction with a real-time hybrid analog and digital

simulation of the environment.

The other approach to simulation is an all digital simulation program which is

run on the large scale data processing installation at the Instrumentation Laboratory.

This is an important tool in the development of system oriented programs. Since it

does not run in real time, it is possible to halt for the purpose of recording information

relevant to program progress, such as periodic values of control constants or guidance

and navigation variables, traces of interpretive instructions, environmental data and

so forth. Initial conditions are easily set, and there is no limit, in principle, to the

extent to which one can reproduce anticipated operational environments. The penalty

is having running times from 2 to 40 times as long as real time (I0 times is typical).

The Simulator comprises 3 major sections. The first simulates the AGC, and

even operates an AGC Display and Keyboard (DSKY) connected on-line to the data

processor. The second simulates the environment, and is constantly being added to

and improved as operating experience is gained. These two sections run largely inde-

pendent of one another, as their functions are basically incompatible. One is a func-

tion of elapsed time, and the other is a function of AGC program execution status. The

third section exists for the purpose of communication between the other two. It is

capable of representing the environment to the computer over short periods of time

while the two operate in isolation. From time to time the simulation halts while the

AGC and environment sections reconcile with one another. The communicator section

is re-initialized; and the simulation proceeds, with the communicator extrapolating

the recent past history of the environment.

Information which is recorded out is subsequently edited in such a way that

system analysts can easily process it with their own programs in order to make error

analyses, study correlation of events, or perform any other mathematical or editing

operation.
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Fig. VI-29 Computer Test  Set 
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Chapter VI-4

GROUND SUPPORT EQUIPMENT

TEST SET

Because of volume and weight restrictions, guidance computers are built with-

out the extensive maintenance features found in data processing computers. During

all stages of design, assembly, and field testing it is important to have facility for

manual intervention into the computer's operation, as well as a means for certifying

thall all circuits are properly operating. This facility is provided by a separate unit

which connects to the conputer through what is usually a separate interface.

The unit which does this job with the AGC is called the AGC Test Set. It con-

tains a number of flip-flop registers which can be made to serve various roles by

selecting among numerous modes of operation. Over 100 signals are exchanged be-

tween the AGC and Test Set through an interface called the test connector. The Test

Set has access to the AGC's write buses. It can sense them and also force signals

upon them. This feature, together with the AGC's timing pulses and central register

control pulses, permits the Test Set to follow the progress of AGC programs.

In its monitor mode the Test Set uses flip-flop registers to duplicate, or

mimic, the contents of AGC central registers. Any of these registers may be dis-

played in lights on the control panel. Since in particular the S, or address, register

and the G, or memory local, register are displayed, it is possible to see what is

stored in memory. The successive contents of any erasable register can be displayed

by commanding the Test Set to sample the G register and display its contents each

time the address is the same as the address specified by hand set switches on the panel.

Facility is also available for causing the computer to halt when it interrogates

a specified address, or when the content of a specified register reaches a specified

value, or at the end of each instruction, memory cycle, or alarm. The computer may

be made to proceed from where it is, or it may be started at any desired instruction.

Any register may be read to the lights whether or not it is accessed by program, and

any erasable location may be loaded from the Test Set with any desired value.
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The Test Setcontainscircuits for exercising andtesting all of the AGC's
interface circuits. A separatecableconnectsthe Test Setwith the AGC's system
connectoranda switchpanel causesan oscilloscopeto be connectedto anAGC output,
or else a signal generatorof appropriate characteristics to anAGCinput. This feature
is usedto makea detailed test of output signals, including their rise time, amplitude,
duration, and anyother important characteristics. A faster andless completecheck
of the interfaces canbemadeby a special connectorwhich exercises pulse inputsby
connectingthem to pulseoutputs, andexercises DC inputs by connectingthemto DC
outputsandsupplyinga dummyload. The checkcanthenbemadeby anAGCprogram
read into the erasablememory.

AGCMONITOR

Before an AGC program is wired into fixed memory modules, it must be exer-

cised on an AGC. For this purpose, there exists a form of ground support equipment

incorporating some features of the Test Set together with an erasable type of memory

whose contents are sent to the AGC when it interrogates a fixed memory address. This

machine is the AGC Monitor, so called because it encompasses the monitor feature of

the Test Set. The memory control circuits of the Monitor are arranged so that only a

part of the AGC fixed memory is read from the Monitor, while the remainder is read

from the AGC. This is done, moreover, without having to remove fixed memory

modules from the AGC. Rope simulations are done in 1024 word segments. When the

AGC Fixed Bank register and S register are observed to be set to access a simulated

bank, the sensing of the AGC fixed memory is inhibited by a signal from the monitor

while the simulated word is transferred into the G, or memory local, register of the

AGC.

The memory used in the Monitor is a set of 9 erasable memory units, each

containing a 4096 word coincident-current ferrite core stack with driving electronics

similar to those in the AGC. The logic in the Monitor and in the Test Set is made

from microcircuit NOR gates. One reason this is done is to put to use those gates

which are not found qualified for flight hardware, but are still satisfactory for less

stringent environments.
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ChapterVI- 5

CONCLUSION

Guidance computer engineering is a simultaneous effort in mechanical, electri-

cal, and logical design disciplines.

In order to obtain high efficiency in terms of performance, volume, and power

consumption, guidance computers are designed to work in a single specific system,

unlike most commercial computers. They commonly have fewer and less flexible

instructions, shorter word length, and less complex arithmetic units. Compactness

and short term reliability predominate over considerations of programming ease,

maintainability and manufacturing cost. Whereas the commercial computer designer

strives to maximize answers per month, the guidance computer designer seeks the

capability of handling high peak loads, and is concerned with answers per second.

The guidance computer receives data from various sources and delivers an-

swers to various destinations over tens or hundreds of signal paths, each requiring

appropriate conditioning circuitry at origin and at destination. One of the challenging

design problems is to minimize the number of these interface signals, and moreover

to minimize the number of different circuits used.

The AGC is quite representative of the state of the art in guidance computers as

contrasted with the rest of computer technology. Most conspicuous of the attributes

common in guidance computers are the extensive use of microcircuits and high density

interconnections, a dense fixed memory of about half a million bits and a small erasa-

ble memory, and a short word length.

The computer was designed to employ certain utility programs. The Interpreter

program allows efficient expression of double precision matrix programs for naviga-

tion, attitude control, and steering. The Executive program allots computer time

among various jobs according to a priority schedule. The Waitlist program provides

interrupted entry to other programs at specified intervals of real time.

Guidance computers are often supported by commercial computers for auto-

matic programming and in various areas of mechanical and electrical design. A large

scale computer is used in connection with the Apollo Guidance Computer in several

respects. It assembles and makes simulation runs on programs; it generates the input

_C; "i,
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card decks for automatic wire wrapping machinery used in computer manufacture; and

it also prepares punched tape for use in fixed memory fabrication, and information

input to ground support equipment.

The constraints on the guidance computer designer are severe. In addition to

the requirements of size, performance, and reliability is the urgency for early delivery

which stems from trying to get the best equipment possible without introducing unneces-

sary delay in flight schedules. For this reason, we may expect that guidance computer

engineering will continue to be a highly productive, competive discipline for years to

come.
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Part VII

SPACE VEHICLE FLIGHT CONTROL

INTRODUCTION

The development of the theory and practice of automatic control has to a

large extent gone hand in hand with the development of aerospace flight control

systems. Although the earliest application of feedback control as a deliberately-

conceived and consciously-applied technique preceded the invention of the air-

plane by about 50 years, it was the exacting requirements of aircraft flight

control which for years made the greatest demands on the developing theory of

feedback control and which stimulated much of its growth. In recent years, the

advance of "modern" control theory has been led in large part by workers re-

sponding to the need for more sophisticated control theories and techniques for

application to aerospace flight control problems. The requirements for control

efficiency, accomodation of changing controlled-member characteristics, and

reliable control in complicated and demanding situations have resulted in a far

broader application of optimal controls, adaptive controls, and digital-computer

control systems to the problems of aerospace vehicle flight control than to any

other area of application.

Aerospace flight control problems are not only demanding, but quite

diverse. Among the many different phases of a space vehicle mission beginning

with lift-off from a launching pad and ending perhaps with a return to a designated

landing point on Earth, one can identify three major classes of flight control

problems:

Powered flight control - control of the attitude and flight path

of the vehicle while thrusting.

Coasting flight control - control of the attitude of the vehicle

while coasting in free space.

Atmospheric flight control - control of the attitude and flight

path of the vehicle while gliding in an atmosphere.

The nature of the control problems in these different situations is very different.

The environment in which the vehicle operates, the requirements on the control

systems, the sources of reference information and of control torques are all quite
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different. But a single space vehicle operates under all of these conditions

during the course of a mission and it is to be hoped that the different control

problems will not have to be solved one at a time in isolation. The design of an

over-all control system which performs well in each phase of the mission, using

common equipment wherever possible, and which is in addition integrated

efficiently with the guidance and navigation system constitutes a most challenging

engineering problem.

In the following chapters, the major characteristics of the control problems

in each of these classes is discussed in turn.
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CHAPTER VII - 1

POWERED FLIGHT CONTROL

INTRODUCTION

The function of the powered flight control system is to orient the vehicle

thrust acceleration vector in response to commands generated by the guidance

system. This function is required during each of the powered flight phases of a

mission. These phases might include:

Boost from the launching pad into a parking orbit

Acceleration into the destination transfer trajectory

Midcourse velocity corrections

Deceleration into an orbit around the destination planet or moon

Powered descent to the planet or moon

Comparable phases in the return flight

The thrust acceleration vector is, on the average, oriented in the vicinity

of the vehicle longitudinal axis. Thus powered flight control is primarily a problem

in attitude control. This problem will be discussed first as it relates to two

means of generating the required control moments. Then in the following section,

some additional considerations involved in acceleration vector control will be

dis cussed.

ATTITUDE CONTROL WITH A GIMBALED ENGINE

With a rocket engine providing a large force which acts on the vehicle, the

most evident source of large control moments is the deflection of the direction

of this force so it has dome moment arm with respect to the vehicle center of

mass. This can be conveniently accomplished in the case of a liquid-fueled

rocket by mounting the engine on gimbals and rotating it. A solid-fuel rocket

requires rotation of the thrust direction with respect to the engine itself. This

has been accomplished by different means; among them are jet vanes, jetavators,

rotating canted nozzles, and secondary fluid injection. The present discussion

supposes a liquid-fueled rocket with a gimbal-mounted engine.
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The very first flight control problem encountered in a space mission is

probably the most difficult - the control of the unstable, elastic vehicle in its

ascent through the gusty atmosphere. In this phase the configuration of the

vehicle is largest, the frequencies of body bending and fuel sloshing oscil-

lations are lowest, and the need for control system gain and bandwidth is most

critical due to the requirements of stabilizing the aerodynamically unstable

vehicle and reducing structural loads due to wind disturbances. In most of the

powered flightphases following this, there is no atmosphere to eontend with

and the vehicle configuration is smaller due to the separation from one or more

stages. This would not be true ifin-orbit assembly cf separately-boosted pay-

loads were employed.

The most important requirements of the attitude control system during

atmospheric exit may be summarized as:

Maintain vehicle stability

Provide adequate performance for execution of commands

Provide adequate alleviation of gust loads

Make reasonably effieient use of control action

Maintain simplicity and reliability

The first requirement dominates the design of this system, For early

analysis one might very well model the vehicle and its control system as quasi-

stationary and linear. If so, One has only the classieal problem of the stability of

a linear, invariant feedback system - and the problem would be simple were it

not for the very complicated nature of the vehicle being eontrolled. The basic

rigid vehicle is unstable in the atmosphere because of the required distribution

of area and mass. It could be stabilized aerodynamieally by the addition of

fins at the rear of the vehicle, but the additional weight and drag would ineur too

dear a performanee penalty. So the alternative of active stabilization through

control system feedback is almost universally preferred. This places a lower

bound on control system gain for static stability: the restoring control moment

due to a rotation of the vehiele must be greater than the diverging aerodynamic

moment due to that rotation.

But this requirement of high gain for static stability is in confliet with

the requirement of low gain for dynamic stability. The dynamie stability problem

is complicated by the fact that the large vehiele is by no means rigid. The launch

configuration consists of a number of vehicle stages coupled with light-weight

interstage strueture. Signifieant bending occurs at these coupling points.

/
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Further, each stage is designed as light-weight as possible with the major

requirement being to carry axial compressive loads. The resulting structure

has appreciable bending elasticity. Still further non-rigid-body behavior is due

to fuel and oxydizer sloshing in their tanks and localized bending of the structure

between the points of engine gimbal mounting and gimbal actuator attachment.

The primary body bending deflections are decomposed for analytic

purposes into a series of normal modes of oscillation. Each mode has a

characteristic frequency and mode shape. These resonant modes are very lightly

damped. An idealized picture of a fundamental or first order bending mode is

shown in Fig. VII-1. The body centerline, deflected according to the first

order mode shape, is shown with an undeflected body reference line. The two

points which do not translate in this mode of oscillation are called nodes; the

point of greatest translation, which is also the point of zero rotation, is called

the antinode. The engine gimbal deflection, 6, is measured and controlled with

respect to the deflected body. Also, the body attitude is indicated by an instrument

located at a particular body station such as that shown on the figure. It will

indicate the local body angle with respect to the inertial reference line; in

Fig. VII-I, this angle is e + _. Additional higher ordered bending modes may

be excited simultaneously. The body translational or rotational deflection at

any station is the sum of the deflections in the different modes.

It is clear that if the control system bandwidth extends to the frequency

of a particular bending mode, the effect of the control feedback can either tend

to stabilize or destabilize the mode. Consider as an example just the effect of

attitude rate feedback on the mode shown in Fig. VII-1. We see that for gross

vehicle stability the sense of the rate feedback to gimbal angle must be positive.

That is, a positive e should cause a positive engine deflection, 5, which will

result in a control moment tending to reduce the angular velocity. But now a

positive bending rate _ which is also sensed by the indicator also causes a

positive increment in engine deflection, 5, and this produces a normal force

component on the body which tends to further bend the body in the same sense.

For the configuration shown then, with the engine behind the rear node and the

rate indicator forward of the antinode, in-phase rate feedback at the first bending

frequency tends to destabilize the mode. If either the engine were forward of the

rear node, or the rate indicator were behind the antinode, but not both, such

feedback would tend to stabilize the mode. Alternatively, for the configuration

shown, rate feedback would stabilize the bending mode if a filter between the rate

indicator and engine deflection provided 180 degrees of phase shift at the bending

frequency so the engine deflection would be opposite in sign to the indicated bending
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rate. Notice that for the present purpose, it is immaterial whether the 180degrees
of phaseshift at the bendingfrequencyis phaselead or lag.

This qualitative view of the effectof the control system onbodybending
modesmay be given quantitativesignificanceusing anyof the standardmethodsof
studyinglinear system stability. Considerthe system configurationof Fig. VII-2
in which the vehicle is characterizedby its rigid bodydynamicsandfirst bending
mode. The indicated angle is comparedwith the commandedangle, andthe
compensatederror signal commandsthe gimbaledengineservo. Thelead
compensationwhich is necessaryto stabilize eventhe rigid bodydynamicsmay be
thoughtof as realized either by rate gyro feedbackor by an idealized lead network.
For a bendingmodeshapesuchas that pictured in Fig. VII-l, a simplified root
locus plot for this system hasthe generalappearanceof that shownin Fig. _VII-3.
A numberof high frequencyeffects havebeenomitted from this figure to emphasize
the basic problem of stabilizing the aerodynamicallyunstablevehicle whichalso
suffers elastic deformations. Theunstablecharacter of the vehicle is indicated
by the rigid bodypole in the right half plane. A singlepole correspondingto a first
order lag approximation to the servo dynamics is shown, as is the zero dueto the
lead compensation. Were it not for the bendingmode, this leadwouldclearly be
adequateto stabilize the rigid body.

Thelightly dampedbendingoscillation is indicated by the pole near the
imaginary axis at the bendingfrequency. The parallel transfer of the rigid body
angleplus the bendingdeformationangleto the attitude indicator gives rise to a
zero near this pole. Theindicated relation of the zero to the pole corresponds
to the situation shownin Fig. VII-1. If it were possible to movethe instrument
location backalong the vehicle, the zero wouldmove toward the pole - lying on
top of the pole and cancelling the effect of the modein the control system whenthe
attitude indicator is locatedat the antinode. In that location, the attitude indicator
doesnot senseany angledueto the bendingoscillation. If the attitude indicator
were movedbehindthe antinode, the zero wouldappearbelow the pole in the upper
half of the root locus plot andthe small locus of closedloop root locationswould
lie to the left of the pole andzero. The first bendingmodewouldbe a stable
oscillation for all control systemloop gains inthatcase. However, higher frequency
effects not shownin Fig. VII-3 wouldstill be troublesome, so careful placement
of the sensorsis not generally adequateto solve the problem.

For the configurationshownin Fig. VII-3, which is commonlythe
case, the designproblem results from the fact that for a loop gainhighenoughto
stabilize the rigid bodydynamics, which is indicated by theunstableclosedloop
pole crossing into the left half planeat A, the bendingmodepole hasalready
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crossed into tile _'ight half plane at t%. Static stability demands a certain minimum

loop gain as noted before, so it is essential to stabilize the bending mode at the

required higher gain. This can be thought of as a requirement to turn the bending

mode locus from the right to the left of the pole and zero. This can be accomplished

by rotating the breakaway angle for the locus from the pole either clockwise or

counterclockwise, which corresponds to either lag or lead compensation.

With lag compensation for the bending mode, the root locus has the

appearance of that shown in Fig. VII-4. The additional lag has turned the bending

mode locus to the left as desired, but it has adversely affected the dominant rigid

body mode. There is, however, a range of loop gains for which the system is

stable, It has a bandwidth well below the frequency of the bending mode. The

neglect of any higher frequency effects may well be justified in this case.

With lead compensation for the bending mode. the root locus has the

appearance of that shown in Fig. VII-5. The strong lead compensation required

to turn the bending mode locus far enough has significantly influenced the locus

of the rigid body mode. Considering only the dynamic effects shown in the figure

wide bandwidth operation would be possible. However, the additional lead

maintains the open loop gain at higher frequencies and makes more high freqL_ency

effects important in the system. Higher ordered bending modes must then be

included in the analysis. The lead at higher frequencies will not be as great, and

there may well be instability indicated in a higher frequency mode,

In addition to all this, there is another sour-ce of dynamic modes to complicate

the picture still further. For the liquid-fueled rockets under consideration here,

the propellants are free to slosh back and forth in their tanks. This oscillatory

change of momentum of the fluid particles reacts through the tank walls to affect

the dynamic behavior of the vehicle - giving rise to additional lightly-damped

modes. The analysis of these effects is facilitated by reference to a mechanical

analogy to the sloshing fluid. The analogy can be taken in the form of a spring

and mass with a degree of freedom normal to the body longitudinal axis, or a

pendulum as shown in Fig. VII-6. The parameters of the mechanical analogies

have been derived by a number of authors;among them is Lorell (I). One such

pendulum is required to simulate each mode of sloshing to be considered in each

tank. For a multi-stage vehicle having two tanks in each stage, the complexity

compounds rapidly. Fortunately it is often true that only the first sloshing modes

in the largest tanks have frequencies in the pass band of the control system.

The coupling of the pendulum oscillation into indicated vehicle attitude

is dynamic in this case as opposed to geometric in the case of body bending, so

the effect is more difficult to visualize. However, the coupled equations of
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Fig. VII-6 Pendulum Analogy to Sloshing Propellant



motion for the vehicle and pendulum produce lightly-damped pole-zero pairs in

the system open-loop transfer function just like those due to bending. A single

tank located well forward of the vehicle center of mass or to the rear of the

center of mass has its upper half plane zero located below the pole - the con-

figuration which tends to give stable closed loop roots. There is an intermediate

range of tank locations which puts the upper half plane zero above the pole and

which would tend to give unstable closed loop roots unless compensated. These

locations are characterized by the hinge point of the analogous pendulum lying

in front of the rigid vehicle center of mass and the pendulum mass lying to the

rear of the instantaneous center of vehicle rotation in response to control moments.

This rotation center is forward of the rigid vehicle center of mass by the amount

k2//T' where k is the rigid vehicle radius of gyration and Q'T is shown in Fig. VII-6.

There are two cases in which the zero lies on the pole and the slosh mode has

no participation in vehicle dynamics: if the pendulum hinge is at the vehicle

center of mass, in which case the pendulum reaction causes no moment about

the vehicle center of mass, or if the pendulum mass is at the vehicle rotation

center, in which case control moments do not excite pendulum motion. Having

coupling between slosh modes and vehicle dynamics, the problem of compensation

design is the same as for bending modes.

The controlled member is thus characterized by the unstable rigid body

dynamics and an assortment of lightly damped oscillatory modes due to body

bending and propellant sloshing. The design of compensation which at any one

flight condition will either stabilize these modes or leave them essentially un-

coupled is somewhat like juggling a large number of balls. Allowing any one

mode to be badly behaved is like dropping just one ball - the act is a flop. And

to make matters worse, the characteristics of these modes change continuously

as the dynamic pressure varies and propellants are consumed. Compensation which

works well at one flight conditon may result in unstable operation at the flight

condition which exists a half minute later. The least sensitive design is usually

one which employs lag compensation and simply cuts off the control system

bandwidth below the frequencies of the oscillatory modes. This leaves the bending

and slosh modes essentially uncoupled from the control system. They are free

to display their characteristic oscillations in response to whatever excitation they

receive. For the lowest frequency bending and slosh modes particularly this

may allow the existence of continuing oscillations which cause substantial

structural loads. If so, the total system design is improved by using the

control system to actively damp the lowest frequency modes. This requires

a wider bandwidth control system. In fact, from just the point of view of

structural loads there may well exist for any vehicle an optimum control

system bandwidth: for lower bandwidths the loads due to poorly
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damped oscillations tend to dominate and for higher bandwidths the loads due to

control action tend to dominate. In the case of the propellant sloshing oscillation,

a source of damping other than the active effect of the attitude control system is

available and often used. At the cost of some weight, structural baffles may be

built into the propellant tanks to break up the large-scale oscillations of the

fluid near the free surface.

Fortunately, the requirements on the attitude control system, other than

stability, are not very demanding in most instances. Very little bandwidth is

required to follow the command inputs since the required attitude for efficient

powered flights is usually very slowly changing. The requirement for speed of

response to alleviate gust loads may be more demanding. In the selection of a

system bandwidth to minimize structural loads, as discussed above, the effects

of gust and wind shear inputs should be included. The requirement for efficient

use of control action is not usually of crucial importance though there is some

weight penalty associated with excessive demand for control moments. System

simplicity and reliability is always an object of first importance. In the present

context this requires the design of simple compensation using parameter values

which can readily be realized, and finding simple ways to vary this compensation

as needed during the flight.

Another basic choice which bears on the question of reliability is the

choice of analog vs digital data processing to close the control loop. Wide band

systems are usually more efficiently implemented with analog equipment, but

the range of achievable bandwidths in this problem is not very large. On the

other hand there is the need for variable compensation and loop gains and the

desirability of complex zeros and poles in compensation functions, each of

which can more readily be implemented by digital computation. Moreover,

there is the fact, usually obscure at the outset, that after a system has been

designed to serve its primary function it tends to grow to accommodate the

additional requirements of the operational situation. One major cause of this

growth is the need for a variety of modes of operation: check-out mode, primary

mode, back-up mode, pilot control mode, etc. Mode switching requires changing

connections in an analog system, and this increases the component count and

decreases the reliability estimate. In a digital system, mode switching is

accomplished by branching to another program stored in memory. Since fixed

memory is highly reliable, this entails little penalty in the reliability estimate.

The design of a digital attitude control system is quite like the design of

a continuous system with the additional requirement to choose the sampling

period and quantization of computer input and output variables. The sampling



period is chosenprimarily onthe basis of the desired system bandwidth. If, for
example, it is decidedthat the first bendingmodeis to bestabilized andhigher
frequencymodesisolated as muchas possible, the sampling frequencywouldbe
chosenperhapsfive times greater than the first bendingfrequency. If the form
of the attitude indicator andA/D convertor permits it, insertion of a low-pass
filter before the sampler wouldbe wise in most casesto attenuatethe higher
frequencynoisewhichmight bemodulateddowninto the control system pass
bandby the samplingprocess. The signal quantizationlevels are chosento
causenomore thansometolerable degreeof graininess in the operation of the
system.

An exampleof a digital attitude control system for a large vehicle may
be cited from the Apollo program. The configuration of the vehicle as it de-
celerates from thetranslunar trajectory into the lunar circular orbit is shown
in Fig. VII-7. TheLunar Fxcursion Moduleis shownattachedto the Command
Modulein the positionthat allows the astronautsto move from onevehicle to
the other. This configuration is rather flexible, most of the bendingoccurring
in the couplingstructure betweenthe vehicles. The frequencyof the first
bendingmodeis about2 cps. Fuel sloshing has little effect on the dynamicsof
this vehicle, the massof fuel which participates in the sloshing oscillation being
only a very small fraction of the mass of the vehicle. The analytic manifestation
of this small massratio is the very close proximity of the zero to the pole in the
sloshingpole-zero pair. Thus the zero nearly cancels the pole andbothcanbe
ignored in the analysisof this system. The attitude control system usesa
samplingfrequencyof 25cps and employsangleinformation only; no rate gyros
are required. The attitude information which is the input to the digital Apollo
GuidanceComputer(AGC)is quantizedat 40arc sec. The outputof the AGCis
the commandto the enginegimbal servo which is held betweenthe sampling
points; this commandis quantizedat 160arc sec.

A Z planelocus of roots for the sampledsystem without compensation
is shownin Fig. VII-8. The rigid bodydynamics in the absenceof atmosphere
are just dueto thevehicle inertia; this gives rise to the two poles at +I. Pole-
zero pairs dueto the first two bendingmodesare included. Withoutcompensation,
the first bendingmodegoesunstableimmediately for very low system gain. The
locus with lag compensationis shownin Fig. VII-9. In this casea single com-
pensatingzero hasbeenusedwhich correspondsto the rigid body compensation
mentionedearlier, plus four poles to attenuatehigher frequencies sharply. The
closed-loop root locus originating at the first bendingpole is seento bepulled
well into the stable region. The correspondinglocus with lead compensationis
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shown in Fig. VII-10. In order to provide active damping of the first bending mode,

considerable lead was required. As can be seen in the figure, compensation involving

five zeros and five poles is employed for this purpose. The result shows the first

bending mode to be not only stabilized but rather well damped. With each of these

forms of compensation, the dominant system closed-loop poles have a natural fre-

quency of about I rad/sec, roughly one-tenththe fundamental bending frequency.

With lead compensation, however, there are closed-loop zeros in the vicinity of

these poles resulting in a significantly shorter response time to transient inputs.

The bandwidth of each system as measured by the frequency at which the magnitude

of the open-loop transfer function is unity is nearly the same - about 1 rad/sec -

but the lag compensated system has more phase lag at this frequency and cuts off

much more sharply for higher frequencies.

The step response of this system with lead compensation is shown in

Fig. VII-If. This response was recorded by a simulator which used an analog

computer to simulate the vehicle dynamics but used an actual AGC as the con-

troller. The basic system response is seen to follow quite well the transient

response characteristics corresponding to the dominant poles in the Z plane.

Moreover, the bending oscillation is seen to be reasonably well damped. An

interesting problem is pointed up by the occasional bursts of activity after the

major response transient is over. These are occasioned by the attitude error

drifting far enough to cause an indicated 1 quantum of error. This is a small

error and the actual error rate is very small, so very little control is required

to return the error to the zero quantum zone. However, the computer has seen

an indicated zero error for many sampling periods, so when one quantum of

error is indicated the lead compensator interprets this change as a significant

rate of change of error, with a similar interpretation of higher derivatives.

This touches off an unnecessarily long period of control activity during which

the bending modes are again excited.

So the problem of the attitude control of large, flexible space vehicles is

indeed challenging - and it will become even more so in the future. As the

vehicles get larger the bending and slosh frequencies become lower, but the

performance required of the system does not necessarily decrease. Thus the

requirement will be to push the system performance in terms of bandwidth

closer to and beyond the bending and slosh frequencies. This can be done, but

it makes the stability of the system critically dependent upon the detailed

characteristics of these modes - and these characteristics are not altogether

predictable in advance of the flight. Thus the interest in self-adaptive control
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systems for this application. Itmay also be that modern estimation theory will

find some application to this problem. In the meantime, classical linear system

analysis techniques remain very useful tools for the system designer, but the

complicated character of the controlled member' makes hand application of these

techniques impractical. A powerful attack on the problem can be launched by

preparing a series of digital computer programs to do the tasks that one would

otherwise do by hand: tasks such as plotting the frequency response function

for an open or closed loop system given the cascade of elements which comprise

the open loop system, calculation of the sampled transfer function given the

continuous transfer function, plotting the locus of closed loop roots for a

sampled or continuous system given the open loop transfer function, etc.

Programs _ such as these have been used to carry out the design of the Apollo

systems at the MIT Instrumentation Laboratory. Itis difficultto see how the

job could have been done on a reasonable schedule without automation of these

analytic operations.

12.5 cps

DIGITAL COMPENSATION: D(Z) :

6.25 cps

(Z-0.98)(Z-0.8+ 0.27i)(Z+ 0.6967 _+0.651j)

(Z-03) (Z-0.1± 0.1i) 2

Fig. VII-I0 Z Plane Locus of Roots: With Lead Compensation

Prepared primarily by Donald C. Fraser.
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ATTITUDE CONTROL WITH A FIXED ENGINE

The possible elimination of the massive engine gimbal structure and

associated high-power actuators and servo systems is a very appealing step

in the direction of system simplicity. The alternative is a control system

based on on-off switching of attitude control reaction jets. The control

thrusters must in this case be capable of delivering substantial control torque

to balance the possible range of thrust axis offsets for the main engine. This

offset is due to a number of causes. There is some tolerance in the mounting

and aligning of the engine. The thrust axis does not lie along the engine cen-

terline due to unsymmetrical flow and unsymmetrical nozzle ablation. But

the major cause is the uncertain location of the vehicle center of mags. During

any one mission phase the center of mass may move appreciably as propellants

are consumed from off-axis tanks. An interesting compromise design is one

which has the main engine gimbaled but provided only with a low-power actu-

ator and very simple servo, such as a constant rate drive, which is switched

in sign so the thrust axis tracks the vehicle center of mass. This will permit

the use of smaller thrusters for attitude control.

For the present, consider the design of an attitude control system for a

vehicle with a fixed engine. This configuration would not be attractive for the

control of a very large, high-thrust booster in atmosphere. For a smaller

vehicle out of atmosphere the vehicle dynamics are essentially just the inertia

effects, body bending and propellant sloshing being very high frequency modes.

The parameters which dictate the design in the absence of thrust axis offset are

the vehicle acceleration due to control moment, the minimum on time for the

control thrusters, and the maximum allowable attitude error. In this situation,

with the control moment designed to accommodate the maximum possible thrust

axis offset, the acceleration due to control moment is likely to be very large.

Also, for any thrusting system, there is a minimum on time which can reliably

be commanded. The product of this control acceleration and minimum on time

then gives the minimum change of vehicle angular velocity which can be

commanded; call it A 0min" The most favorable symmetric limit cycle which

can be achieved in the absence of thrust offset consists of a coast at the rate

of I/2 A0mi n to the specified error boundary, 0ma x, a minimum control im-

the vehicle rate to -I/2 A0mi n, and a coastpulse at that point which changes

to the negative 0ma x boundary. This limit cycle is shown in the phase plane

in Fig. VII-12. The angle at which the control moment is switched on and off is

Switching angle = ! (Oma x - 1/8 actmin 2) (VII-I)
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MEASURED WITH RESPECT TO THE COMMANDED ANGLE

Fig. VII-12 Minimum Symmetric Limit Cycle with no Thrust Offset
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where ac

cycle is

is the angular acceleration due to the control moment.

2
Duty cycle =

8 0
max - 1

2
a t

c rain

The thruster duty

(wl-2)

If, for example, the maximum allowable error is 1 deg, the angular acceleration due

to control is 10 deg/sec 2, and the minimum control on time is 10 milliseconds, the

switching angle is 0.9999 deg and the duty cycle is 2.5 10 -4. With this large a con-

trol acceleration, the limit cycle looks rectangular on the phase plane. The thruster

duty cycle is quite favorable -- the thrusters being on only 0. 025 percent of the time.

The vehicle coasts for 40 sec, thrusts for 10 millisec, and coasts for 40 sec again.

This is of course an idealization which assumes constant input, perfect information,

and no disturbances. The same performance would result with a constant rate input.

This limit cycle can be achieved in the absence of thrust offset using standard

switching logic. Figure VII-13 shows a common system configuration in which a

linear combination of error and error rate controls the thrusters through a trigger

circuit or switching logic which includes a dead band and hysteresis. The indicated

derivative can be thought of either as an idealization of a lead network or the effect

of rate gyro feedback. Given the magnitude of the control torque, this system is

designed by choosing values for the free parameters k, 61 , and 52 . The switching

logic is assumed symmetrical. Realization of the limit cycle shown in Fig. VH-12

places two constraints on these free parameters; the two switching lines on each

side of the origin must pass through the corners of the desired phase trajectory.

There remains a degree of freedom yet to be specified. This freedom can be used

to achieve fast recovery from step changes in command of probable magnitude. If

k is very small, and 51 and 62 are chosen to yield the desired steady-state limit

cycle, the response to a change in command is poorly damped. Such a phase

trajectory is shown in Fig. VII-14. If k is very large, and again 51 and 52 are

chosen to yield the desired steady state limit cycle, the response to a change in

command is slow and sluggish as indicated in Fig. VII-15. For any given initial

error there is a choice of k (and 61 , 52) which will carry the response into the

limit cycle immediately as indicated in Fig. VII-16. The magnitudes of command

changes are not predictable, of course, but some are more likely than others --

and k (and 51 , 52) can be chosen to yield good response in the most probable cases.

Having such a system designed to yield good step response for inputs of

likely magnitude, and an efficient limit cycle, it remains to be seen how the perfor-

mance changes with thrust offset. The performance can be quite adversely
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affected as suggested by Fig. VII-17. This figure shows one form of limit cycle

which may result from a positive offset moment -- which tends to drive the error

rate negative. The trajectory is shown starting from the switching line in the first

quadrant. A minimum positive control impulse is commanded at that point, which

acting with the offset torque drives the vehicle to a large negative rate. The negative

acceleration then continues due to the offset torque alone until the trajectory hits

the lower switching line. From that point the phase trajectory "chatters" between

the switching lines moving to the left and approaching a limiting closed cycle. This

steady-state operation is undesirable both because of the negative error bias and

because of the rapid on-off cycling of the thrusters which is wasteful of fuel.

If the amount of the thrust offset were known, it would be easy to command

a much more desirable limit cycle. The thrusters would never be used to add to

the offset torque unless the offset were below some threshold. Rather, one portion

of the cycle as seen in the phase plane would be the parabola due to the offset moment

alone which just stays within the specified error bound. The other portion would be

the parabola due to the control moment acting against the offset moment and which

also stays just within the specified error bound. Such a trajectory is shown in

Fig. VII-18. With the vehicle dynamics modeled as just an inertia, the required

conditions for switching the control moment on and off are easily and simply ex-

pressed. The remaining requirement is an indication of the offset moment in

addition to the error and error rate. It is clear that information about the offset

moment is contained in the time history of attitude which results from the known

history of control moment. If, for example, one took an estimate of the offset

moment and applied it together with the known control moment to a model of the

vehicle dynamics, and later found that the attitude indicated by the model tended to

grow more positive than the attitude of the actual vehicle, this would be evidence that

the estimated offset moment was in error in the positive sense. This information

could then be fed back to adjust the estimated offset moment.

This is the physical concept which underlies optimal linear estimation theory

as formalized primarily by Kalman (2). The form of the Kalman estimating filter is

shown in Fig. VII-19 where only one quantity is shown as being measured and several

parameters may be estimated. It is also possible to process more than one measure-

ment at a time. A model of the system is used to generate a prediction of the quantity

being measured based on the current estimates of all parameters being estimated.

The difference between the predicted measurement and the actual measurement feeds

back through gains to alter the parameter estimates. A gain computer varies the

estimate adjustment gains in an optimal manner depending on the nature of the

measurement and the statistics of the measurement errors and of the uncertainties

in the prior knowledge of the estimated quantities. In the present application, the
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measured quantity is vehicle attitude and the estimated parameters would include

vehicle attitude, attitude rate, offset moment, and possibly vehicle inertia. Vehicle

attitude is included as an estimated parameter even though it is the measured

variable since the measurement is subject to noise or uncertainties. With an

appropriate model of the system being of such simple form in this case, the major

computational load is the gain computation. But the optimally varying gains converge

quickly to steady-state values, and in many mission situations, littlewould be lost

by using constant gains. If that is the case, then estimates of all the quantities

needed to permit efficient control with arbitrary thrust offsets can be generated

with very littlerequired computation.

The resulting system can of course be instrumented with either analog or

digital computation. Because of the rapid response of the vehicle to control and

offset moments, rather high sampling frequencies would be required ifa digital

computer were used in the standard way in which control action can be taken only

when the eomputer samples the attitude and processes the control equations. For

example, in a limit cycle of the form of that shown in Fig. VII-18 corresponding to

deg/sec 2 2a control acceleration of 50 , an offset acceleration of 10 deg/sec , and

an error tolerance of 0.5 deg, the control torque is on for a period of 0.2 sec each

cycle. If this time is to be resolved with no more than 10% error by the basic computer

samples, a sampling frequency of 50 samples/sec would be required. This could

impose an appreciable load on the computer. However, if the computer is organized

(as is the Apollo Guidance Computer} to count input pulses while processing other

calculations, and also can be interrupted briefly when a certain count has been

reached to issue a discrete output, then control action can be taken at times other

than the basic computer sampling times. With this capability, a slower sampling

frequency can be used. Each time the attitude is sampled and the estimates of

parameters updated, the computation can predict whether control action (either on or

off) should be taken before the next sampling point. If so, the time till that event or the

change in attitude till that event can be read into a counter and counted down. Each

time a thruster is turned on, the time it should be on is calculated and read into a

counter so it can be turned off again between sampling times.

A fixed-position rocket engine is used in the ascent stage of the LEM. For the

purpose of standardization, the same hypergolic thrusting system used on the Command

and Service Module is also used on the Lunar Excursion Module. Toward the end of

the ascent boost the response of the LEM to this control moment is quite lively --

about 50 deg/sec 2. The moment due to thrust axis offset from the vehicle center of

mass may be as much as half the control moment. Vehicle attitude is derived from

the IMU gimbal angles and is indicated by the Coupling and Display Unit with a quanti-

zation of 40 arc sec. No rate gyros are required by the primary attitude control
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system. Simulation of this system using digital control of standard switching logic

has indicated that a sampling frequency of about 40 samples/sec would be required.

Even at that sampling rate the effects of timing errors are clearly evident. A

system using a Kalman filter to estimate attitude, attitude rate, and thrust axis

offset has also been simulated. The model of vehicle dynamics used in the filter is

just an inertia for each axis. This is an incomplete model of three-axis vehicle

dynamics, but it is quite adequate. Different modes of control are programmed

depending on the magnitude of the estimated error and the estimated offset. For

steady-state operation with the offset above a threshold value, limit cycles of the

desired form shown in Fig. VII-18 are commanded. In each case, when a control

moment is commanded, the time interval during which it should be on is calculated

and read into a counter to be counted down by clock pulses. With this form of control,

a sampling rate of i0 per sec yields excellent performance.

ACCELERATION VECTOR CONTROL

The purpose of the control system during powered flight is not just to control

the vehicle attitude but rather to control the thrust acceleration vector, a_T_T , in

response to commands from the guidance system. In fact, it is possible to effect the

a T control directly without even feeding back attitude information, but a system which

uses velocity information only requires complicated compensation which must be

varied rather carefully with the changing flight condition and vehicle characteristics.

It seems clearly preferable in most cases to use attitude feedback to stabilize the

vehicle. Having a well-behaved attitude control system to work through, the design

of the a T controller is not difficult.

One approach is open-loop in nature. Having the desired direction of a T as

an input from the guidance systemj one can interpret this simply as an attitude command

and orient the longitudinal axis of the vehicle in the desired direction for a T . The

discrepancy in so doing is that the thrust acceleration vector is not necessarily

aligned with the longtudinal vehicle axis. In addition, if the vehicle center of mass

moves off the longitudinal axis, the attitude control system develops a forced error

large enough to point the average aT__ direction through the offset center of mass

location. For a vehicle with a gimbaled engine, the resulting angular error about

one axis is

Angle between actual a T direction 1
-- = (1 + _)6 (VII-3)

and desired a T direction ss

where K is the attitude control system forward gain - the gimbal angle per unit

attitude error - and 6ss is the steady-state engine deflection required to point a__T_T

This work done by George W. Cherry.
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through the vehicle center of mass. The use of integral control in the attitude

control system makes K in effect infinite, but the angular deviation between the

direction of a T and the vehicle longitudinal axis cannot be accounted for directly

by an a T control system which commands attitude in an open-loop manner. The

resulting offset a T direction feeds back through the guidance system to influence

subsequent a T commands, but there does result from this a forced guidance error

at cutoff proportional to the a__T_T directional error indicated above. In some mission

situations this forced error may be tolerable. If the powered flight phase under

consideration is followed by another guided phase, such as a translunar or trans-

planetary midcourse phase, the cost of the forced error will very likely be measured

in terms of the fuel required to accommodate the error in the subsequent phase.

In other situations the inaccuracy resulting from the forced guidance error is of more

direct consequence.

Such a forced error can be eliminated, if desired, by commanding the

attitude control system through a closed-loop scheme in which the actual a..__Tdirection

as indicated by the IMU accelerometers is compared with the desired a T direction

and the vehicle commanded to rotate at a rate proportional to the angular deviation.

This can be instrumented conveniently by noting that the cross product of the in-

dicated unit (a T) with the desired unit (a T) is a vector which gives in magnitude and

direction the rotation required to carry the indicated a T into the direction of the

desired a T . If the command is taken to be an angular rate proportional to this

angular error, the resulting control law is

W c = S(lain d x laco m) (VII-4)

where W is the commanded angular rate, S a sensitivity or gain to be designed,

lain d a unit vector in the direction of the indicated a T, and --comla a unit vector in

the commanded or desired direction for a__T. If a rate-responding autopilot is used,

this rate command can be transformed into body coordinates and applied as the

command input. Only pitch and yaw components of the commanded rate in body

axes would be computed and used. If an attitude autopilot or attitude control

system is used, this commanded angular rate is transformed into the corresponding

rate of change of direction for the vehicle longitudinal axis using

i = w × i (vii-5)

which is then integrated to the desired direction for the longitudinal axis.

1 is a unit vector along the longitudinal axis of the vehicle. It is

c-ompared with actual vehicle attitude to provide pitch and yaw attitude

errors for the attitude control systems to null. In many mission situations
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the computing axis system can be chosen favorably with respect to the general

direction of desired a T so some of the indicated computation can be abbrexdated.

Toward the end of the powered flight phase when the cut-off condition is approached,

the computed direction for the desired a T tends to change rapidly. However, W

can be limited in magnitude or even clamped to zero for a brief period of time prior

to cut-off with little loss in guidance accuracy.

This closed-loop a T control renders the system insensitive to any static

thrust axis offset or offset center of mass location. The vehicle is simply commanded

to rotate until the desired condition is achieved, regardless of what vehicle attitude

is required to achieve it. The forced guidance error is inthis case proportional to

the rate of change of the offset angle rather than the angle itself. It is then primarily

the rate of change of vehicle center of mass which designs the system sensitivity, S.

This sensitivity can often be quite low; for example, in the Apollo lunar approach

configuration, a gain of 0.06 rad/sec/rad is adequate.
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CHAPTERVII-2

COASTINGFLIGHT CONTROL

During periodsof coastingflight whenthere are nosignificant forces acting
on the spacecraft, control over the vehicle implies attitude control only. In mid-
course flight throughfree spacethe most commonrequirements for attitude control
result from the requirements for:

Sun pointing - Very often a space vehicle is designed to operate most of

the time with one face pointed to the sun. This allows efficient operation

of solar cell panels and heat radiators and provides a predictable heat

load on the vehicle which eases the thermal control problem. In addition,

the sun line constitutes the most easily acquired and identified reference

direction in solar space.

Antenna pointing - A communication or telemetry antenna oriented toward

Earth is an almost universal requirement. This requirement can be

accommodated by vehicle roll control around the sun line plus one degree

of freedom of the antenna with respect to the vehicle.

Orienting for navigation sights - Depending upon the design of the on-board

optical equipment, vehicle reorientation may be required in taking navigation

sightings. Measurement of the angle between a star line and the line of

sight to a landmark on a near body, for example, requires orienting the

sextant precision drive axis normal to the plane of the measurement. This

is a two-degree-of-freedom specification. If for reasons of mechanical

simplicity and instrument accuracy only one degree of freedom of the

precision drive axis with respect to the vehicle is provided, the additional

degree of freedom must be provided by vehicle reorientation about one axis.

Orienting for thrusts - Prior to starting the spacecraft propulsive engine

for a thrusting period, the vehicle is oriented with its longitudinal axis

in the direction along which velocity is to be gained. This requires a two-

axis vehicle reorientation.

The attitude references usually used during midcourse coasting flight are

Sun and star lines during quiescent periods and an inertial reference during re-

orientations. A two-axis Sun sensor serves as the reference for control of one

axis of the vehicle along the Sun line. The degree of freedom in roll about the
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Sunline is controlled againsta reference providedby a star tracker. The star
Canopus is a popular choice for the reference star because of its location well out

of the ecliptic plane. The Canopus line thus makes a large angle with respect

to the Sun line as seen from a vehicle travelling near the ecliptic, and it is not

confused by neighboring stars of comparable magnitude. Orienting for a navigation

sight or a thrust requires giving up one or both of these optical references. An

inertial reference must then be provided. The accuracy required of such a re-

orientation is not so demanding as to require the use of the navigation system IMU.

A set of body-mounted single-degree-of-freedom integrating gyros is a convenient

and simple alternative. If these gyros are used as pulse-rebalanced instruments,

communication with the central digital computer is particularly easy. A two-axis

reorientation is accomplished by rotating from the reference orientation through

a prescribed angle about One axis followed by a prescribed rotation about a second

axis. The vehicle control system holds the third gyro at null during this process.

The reference orientation can then be recovered by executing negative rotations in

the reverse order.

The sources of control moments during midcourse space flight are reaction

jets or momentum exchange systems. Reaction jets can employ either cold or hot

gas - hypergolic thrusters being preferable for the larger vehicles. Cold gas

systems, most commonly employing pressurized nitrogen, have been used in many

missions, but they have a restricted specific impulse cability - about 60 to 80 sec -

and require even more weight in tankage than the weight of control gas stored. On-

off control systems for vehicles using reaction jets are of the same type as those

discussed in the preceding chapter under "Attitude Control with a Fixed Engine".

As described there, the thruster duty cycle in steady-state limit cycling with no

external moments acting on the vehicle depends on the minimum impulse which can

reliably be commanded and the maximum attitude error which can be tolerated.

The presence of an external moment, such as a moment due to unbalanced solar

pressure forces, can actually be used to advantage to further reduce the rate of

control fuel consumption. But this saving can only be achieved if the control

system is capable of recognizing the presence of the moment and only thrusting

against it - waiting for the external moment to return the attitutde error to the

limit.

Momentum exchange systems derive moments either by accelerating wheels

about their spin axes or by precessing wheels which are maintained continuously

spinning as gyros. In either case it is possible to design a linear control system

around such a torque generator. Steady-state operation of such a system does

not necessarily include a limit cycle, and very accurate attitude control - essentially
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as accurate as the basic attitude reference - can be maintained if needed. On the

other hand, there is an upper limit to the amount of angular momentum such a

system can exchange. The saturated condition is represented by an inertia wheel

spinning at its maximum speed in the case of the accelerating wheel system, and by

the gyros having turned through 90 degrees in the case of the precessing gyro system.

Control saturation must be prevented either by adjusting the attitude or configuration

of the vehicle to prevent an external moment from acting in the same sense over a

long period of time, or by applying a moment to the vehicle with a reaction jet

system in such a sense as to move the momentum exchange controllers away from

the staturated condition.

A number of forms of control logic have been devised for use with reaction

jet controllers in an effort to achieve some approximation to linear, or proportional,

control. The simplest of these are pulse rate modulation and pulse width modulation.

In the former case, control torque pulses of constant width are commanded to recur

at a rate proportional to a control signal which may be attitude error or vehicle-

rate-damped attitude error. The major disadvantage of this logic is the high pulse

repetition rate at large errors when it would be less wearing on valves and

more efficient in fuel use to simply leave the control jets on. In the latter case,

control torque pulses are commanded to recur at a fixed rate - the width of these

pulses being proportional to the control signal. The disadvantage of this scheme is

the repeated operation of the thrusters even at small errors when it would be

preferable to leave them off.

More sophisticated schemes attempt to relieve these disadvantages through

additional data processing. One such scheme due to R.A. Schaefer (3) is known as

the Schaefer modulator or pulse ratio modulator. The control logic is pictured in

Fig. VII-20. The variable x(t) shown in that figure is a function of the rate-damped

attitude error signal; it must range between 0 and + 1, and is often taken in the form

shown in Fig. VII-21. In operation, the control logic moves repeatedly around the

flow graph of Fig. VII-20, turning the appropriate jets on long enough for the integral

of 1 - x(t) to accumulate to Tmi n, then turning the jets off long enough for the integral

of x(t) to accumulate to T . . Clearly, if the control signal remains within the
mm

dead zone of Fig. VII-21, the jets would remain continuously off, and if the control

signal remains in the saturated regions of that figure, the jets would remain

continuously on. For intermediate values of the control signal, the control jets

are pulsed on and off, the pulse width, pulse rate, and pulse duty ratio all varying

If x(t) is treated as quasi-stationary, the operatingwith the control signal.

characteristics are:

Pulse width = t
on

T
min

- 1-x

(vii-6)
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Pulse rate _ t + ton off

1
- T x(1 - x)

min

Duty ratio -

t
on

ton + toff

(vii-7)

= x (VII-8)

The variable x thus measures directly the duty ratio of the control history. The

pulse width and pulse rate are plotted in Fig. VII-22 for Tmi n = 10 millisec. It

may be seen from these curves that for small values of x (control signals near

the dead zone) the pulse ratio modulator acts essentially as a pulse rate modulator

using minimum width pulses. For larger errors, the pulse width increases as

desired to prevent very large pulse rates. The maximum pulse rate for quasi-static
1

x is
4T

min

Even the performance of such a control logic leaves something to be desired.

A typical response to a command input using the pulse ratio modulator is shown

in Fig. VII-23. The control jets are turned on and off unnecessarily often before

reaching the final limit cycle. If the performance of the system (its acceleration

level and time lags) is known well enough, only two control pulses are needed to

enter the limit cycle. A set of switching curves which achieve this is shown in

Fig. VII-24. The slope of the straight-line torque-off switching lines may be

varied as desired to compromise between fuel used and response time. If a digital

controller is employed, switching logic such as this is easy to implement.

Choice of a momentum exchange or reaction jet system, or both, should

be based on an analysis of system weight, performance, and reliability. If high

accuracy attitude control is required, such as in the case of a vehicle carrying

a large telescope fixed to the body, a momentum exchange system would seem to

be a clear choice. Most space missions do not require exceptional attitude accuracy,

however, and a reaction jet system may be selected on the grounds of reliability.

The reliability advantage would be especially significant if one interpreted successful

operation of a momentum exchange system to require the operation of a reaction

jet system used for desaturation as well. If it is understood at the outset of a system

design that accurate attitude control is costly, the vehicle and its subsystems can

often be designed with a viewto avoiding the need for accurate control. For example,

it is easy to imagine designs for an optical measurement unit which would require
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precise vehicle control to track some reference line. But it may also be possible

to design that unit, as in the Apollo system, to tolerate a slow drift in vehicle

attitude. Rather than controlling the vehicle precisely to a reference condition,

the vehicle is allowed to drift through the reference condtion - and the event of

passage through the reference is noted.

An additional factor bearing on the choice of a momentum exchange or

reaction jet system, especially for space missions of extended lifetime, is

difficult to assess quantitatively. This is the possibility of consuming all available

fuel for a reaction jet system. A momentum exchange system has the advantage

of consuming a quantity which can be replenished in space - electrical energy.

There is no obvious threat of running out. But a reaction jet system consumes

mass, which cannot yet be replenished in space. So although the analysis may

show a very low probability of exhausting all control fuel, the threat of this

possibility hangs over the mission during its entire lifetime.

During its midcourse flight, the Apollo spacecraft (4) effects attitude

control with a system of hypergolic rocket engines which are also used for vernier

translational control when needed. They employ hydrazine and nitrogen tetroxide,

or variations of them.as fuel and oxidizer. They are capable of reliable operation

in pulses as short as 10 milliseconds. Sixteen of these engines are mounted on

the sides of the service module in quadruple sets at 4 locations. They are normally

fired in pairs to produce control couples. A variety of operational modes can be

selected by the crew. These are suggested by the simplified block diagram shown

in Fig. VII-25. In the primary mode, the Apollo Guidance Computer operates the

jet solenoid valve drivers directly based on attitude reference information only.

The analog Stabilization and Control System is used as a back-up mode. It employs

both attitude reference and rate gyro information. Crew-operated modes include

attitude-hold and rate-command modes in addition to direct actuation of the reaction

jets by the pilot through a three-axis hand controller.
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CHAPTER VII-3

ATMOSPHERIC FLIGHT CONTROL

INTRODUCTION

A significantly different control problem is encountered in the high-speed

atmospheric flight phase or phases of a space mission. Attention is here centered

on flight following entry into a planetary atmosphere in which the path of the

vehicle is controlled entirely or primarily by control of the aerodynamic force

acting on the vehicle. This would include the final phase of an Earth-return

mission - re-entry into Earth's atmosphere and control of the vehicle tca desired

landing point. It would include a pass through the atmosphere of a planet for the

purpose of reducing the energy of the vehicle's orbit relative to that planet prior

to a propulsive transfer into a planetary orbit. We do not consider in this chapter

the brief period of atmospheric flight which occurs at the beginning of a mission -

the boost from the pad out of Earth's atmosphere. The control problem during

boost is dominated primarily by the propulsive force rather than the atmospheric

force and was considered earlier in Chapter I/-11-1.

Control over the flight path of the vehicle as well as attitude control of the

vehicle itself is discussed here. Flight path control is also called guidance, and

as such could well have been treated in Part III. However, the distinction

between guidance and control is arbitrary, and it was thought better to consolidate

in one section the discussion of the unique problems of guidance and control in the

high-speed atmospheric flight situation.

FLIGHT PATH CONTROL

The discussion of this section will center on the re-entry and landing control

problem. An atmospheric braking pass which involves entry into and subsequent

exit from a planetary atmosphere is in fact a truncated version of a landing

trajectory, which often requires a controlled skip out of the atmosphere to achieve

the required range. The geometry of entry trajectories leading to a landing point

in indicated in Fig. VII-26. The direction of approach relative to Earth is constrained

by the nature and timing of the mission. However, when the spacecraft is a sub-

stantial distance from Earth its velocity vector is oriented nearly along the direction

to Earth's center, so it is possible with little expenditure of fuel to rotate the plane

of the approach trajectory arbitrarily about the local vertical line. Thus it is possible
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to orient the trajectory plane so the vehicle will fly to any selected landing point

with no lateral control under nominal conditions. The trajectory plane required

to achieve this is not immediately obvious because the landing point is moving

due to the rotation of the Earth and the vehicle without lateral control does not fly

in an inertial plane. Prior to entering significant atmosphere, the vehicle's

trajectory does lie essentially in a single inertial plane. But except for winds, the

a_mosphere rotates with the Earth and the vehicle is gradually captured by the

rotating air mass, and eventually flies essentially in a plane which rotates with

the Earth. None-the-less, it is possible to determine by iteration a plane for the

approach trajectory such that no lateral control would nominally be required to fly

to the landing point. The required range after entry is then given by the distance

from the entry p_int to the landing site. The entry point is defined as that point at

which the approach trajectory passes through an arbitrary altitude - often taken to

be 400,000 ft. The entry point thus occurs slightly before the perigee point for the

approach trajectory computed as if there were no atmosphere.

This problem is further constrained by the desire to hold the azimuth of the

approach to the landing site within certain bounds. This requirement is due to the

desire to fly over well-instrumented areas and the desire to avoid hostile areas.

This hostility may be either natural or political. Especially in a manned mission

one would want to avoid over-flying certain countries and would want to avoid the

colder regions of the Earth. If it were possible to select and reach a landing site

nearly along the line of the approach direction, then by rotation of the approach

trajectory plane about the local vertical line while the vehicle is some distance

from Earth it would be possible to approach that landing point with any desired

azimuth. But in many cases this would represent a severe re-entry range

requirement. The other extreme is a landing point near the plane normal to the

approach direction. In that case the plane of the approach trajectory must be

taken to give a reasonable lateral range requirement after entry, and very little

freedom remains to adjust the approach azimuth. These requirements may very

well conflict to such an extent that it is impossible to select one or even several

landing sites which can be reached by the vehicle with the desired azimuth or

orbital inclination under all conditions of timing of the mission. In that case an

alternative is to use a water landing and move the landing point continuously with

the changing mission situation. In the Apollo mission, for example, the direction

of return to Earth depends on the declination of the moon which changes from day

to day. A band of possible landing sites is chosen at low latitudes in the Pacific

Ocean so the actual landing point toward which the re-entry system guides is

moved from day to day if a take-off is delayed.
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Another conceptassociatedwith atmosphericentry trajectories is that of the
entry corridor. This is simply recognition of the fact that a given vehicle cannot
fly anacceptableatmospheric flight for arbitrary initial conditionsat the entry point.
If the flight pathangleat that point is too steep, the vehiclewill later suffer excessive
aerodynamicloading evenif its maximum lift is directed upward. Or if the flight
pathangleat entry is too shallow, the vehicle will exit the atmosphereagainwith
a supercircular velocity evenif its maximumlift is directed downward. These
boundariesof entry flight pathangleare often takento definethe corridor of
acceptableentry conditions. The corridor canalso be specified in terms of the
rangeof acceptablevirtual perigees - the perigee altitude computedas if there were
noatmosphere. The corridor dependson the specific definitions of its boundaries,
suchas 10g's for the undershootboundary, andon the entry velocity andvehicle
L/D capability. For a lunar return with an entry velocity of about36,000ft/sec and
L/D=I/2, the 10g entry corridor is about 2. 5 degreeswide in terms of entry flight
pathangle. For a planetary return with anentry velocity of perhaps 50,000ft/sec
the samecorridor shrinks to about0. 7 degree.

For lunar return conditions, the rangecontrol which is available to vehicles
of different hypersonicL/D capability is shownin Fig. VII-27. (Data from Ref. 5)
For eachL/D, the short rangelimit is determinedby the 10g constraint. The
maximumrange increasesessentially without limit with decreasingentry flight
pathangle. This is indicative of trajectories which turn upwardafter entry and
exit the atmospherefor a long ballistic skip. Suchlong rangeperformance is not
necessarily usablein practice dueto the extreme sensitivity of rangeto errors in
exit conditions. The dataof Fig. VII-27 is for constantL/D flight. The minimum
rangefor a given initial flight path angleand L/D capability canbe improved some-
whatby controlling the lift during the flight. The gain is realized by reducingthe
lift as the vehicle approachesa 10g acceleration soas to reduce the total aerodynamic
load andprevent a violation of the 10g limit. The lateral control capability of
vehicles of various hypersonic L/D as a function of the downrangedistancetravelled
is shownin Fig. VII-28 (Ref. 5)

Someof the basic requirements which must be placedon anatmospheric
flight control systemare the following:

Avoid excessiveaerodynamic loads.

Avoid uncontrolled skip-out in the presenceof navigation, vehicle,
andatmospheric uncertainties.

Achievethenecessary rangeand crossrange.

Maintain a suitably low heating load, perhapsheating rate.

Achieveadequateaccuracy at landing point.
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I
Theserequirements will be consideredwithin the contextof a standardflight plan
as indicated in Fig. VII-29.

Pre-Entry - A large part of the responsibility for meeting the first two

requirements above rests with the midcourse guidance system. Throughout the

mission each guided phase has been followed by another, so the cost of guidance

inaccuracies is measured primarily in terms of the fuel required to accommodate

the errors in the next mission phase. A more serious cost, however, is associated

with the last midcourse correction prior to entry into an atmosphere. That correction

must yield entry conditions within the acceptable corridor or it will be beyond the

capability of the atmospheric flight control system to fly a proper trajectory. For

reasons of simplicity and reliability, the midcourse corrections prior to the last one

may be made under the control of an abbreviated inertial system - such as one

based on three body-mounted pulse-rebalanced gyros for attitude control and a single

body-mounted longitudinal accelerometer for engine cut-off. But due to the

premium on accuracy for the last correction, it will be delayed as long as possible

so as to benefit from the best possible navigation information, and be executed under

the control of the primary instruments of the guidance and navigation system. The

IMU will have been aligned for this purpose, and prior to atmospheric entry the inertial

navigator is provided with initial conditions.

Initial Pull-Up - During the initial portion of the entry trajectory, attention

may well be centered not on reaching the landing point but on avoiding excessive g's

or uncontrolled skip-out. Control during this phase may be considered logical in

nature - the decision to direct lift up or down depending on the indicated entry

conditions and continuing trajectory. If not all the lift of which the vehicle is cap-

able is required to avoid excessive g's or skip-out, and if substantial lateral range

is required to reach the landing point, at least some component of lift may be used

in the lateral direction. To achieve near-maximum lateral range, it is essential to

begin turning the trajectory as early as possible. The end objective of this phase

might be taken to be a horizontal flight path angle at a suitably low g level and a low

enough velocity so the vehicle can maintain capture in the atmosphere. This means

the velocity and altitude at the end of pull-up must be such that the maximum lift of

which the vehicle is capable is nearly enough to balance the excess of centripetal

over gravitational acceleration.

Controlled Climb to Atmospheric Exit - In most instances, if the vehicle is

to make the required range it must climb and do an out-of-atmosphere skip to a

new entry point close enough to the landing point so the remaining range can be

covered in a steady glide. This is the most sensitive maneuver of the re-entry

flight. The range achieved in the ballistic portion of the flight is shown in Fig. VII-30
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as a function of velocity and altitude rate at exit which is taken as 400,000 ft

altitude. It is clear that there is a one parameter infinityof exit conditions which will

realize the desired ballistie range. For a given required range, a lower exit

velocity can be compensated for by a steeper flight path angle resulting in a larger

altitude rate. These different trajectories resulting in the same ballistic range have

very different sensitivities to errors in knowledge of or control over exit conditions.

This is indicated in Fig. VII-31 which shows the sensitivity of ballistic range to exit

velocity and in Fig. VII-32 which shows the sensitivity of ballistic range to exit

altitude rate. In each case the sensitivity decreases sharply with velocity, so a slow,

steep exit is preferable to a fast, shallow exit from the point of view of error

sensitivity. For example, if 2000 nm range is required in the ballistic portion of

the flight, it can be achieved with an exit velocity of 24, 600 fps and an altitude rate

of about 680 fps or an exit velocity of 25, 400 fps and an altitude rate of about 230 fps -

among other combinations. The range derivatives with respect to both velocity and

altitude rate are roughly 3 times larger in the second case than in the first. Since

the navigation information used by the guidance system may have appreciable errors,

due chiefly to the imperfect initial conditions supplied to the navigator at the end of

midcourse flight, control over sensitivity to errors must play a dominant role in the

design of the flight control system for this phase of the flight.

Two fundamentally different approaches to this flight control problem are

often considered: predicted final value control and nominal-following control. The

final value control scheme involves prediction of the effect of an assumed control

history on the conditions at the end of flight. This trajectory prediction can be done

analytically if possible, or otherwise by high speed computer runs starting from the

indicated present state. If the terminal conditions are not as desired, in this case

if the terminal range is not the desired range, the assumed form of the control is

altered and a new predicted trajectory is computed. This iterative process converges

on a suitable control history. This form of control can accommodate large off-nominal

perturbations in initial conditions, it does not attempt to fly back to a pre-selected

nominal trajectory which may be a costly maneuver, and with proper choice for the

form of control history it can direct the vehicle along trajectories which are desirable

for other reasons than terminal accuracy - such as low heat load. A nominal-

following control scheme would be undesirable if it referred to a nominal trajectory

selected prior to the start of the mission. This would be a severe constraint for a

flight control system which must be able to bring the vehicle home under the wide

variety of circumstances resulting, for example, from aborts at all possible times

during the mission. However, for this climb-to-exit phase of re-entry flight it has

been demonstrated (5) that some simplifying approximations to trajectory equations

permit on-board calculation of a reference trajectory which is based on the existing
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6 conditions at the end of the initialpull-up and which reflects the conditions desired at

exit so as to achieve the required ballistic range. With such an analytical reference

trajectory available, the nominal-following scheme has complete flexibility. More-

over, with the feedback gains in the nominal-following system time programmed to

minimize the mean squared range perturbation at the end of ballistic flight due to the

ensemble of expected errors in navigation information, a surprising degree of

insensitivity to these errors is achieved. {6) In spite of a range sensitivity to altitude

rate which is typically about 3 nm/fps, this system yields trivial control errors with

errors in knowledge of altitude rate as large as 200 fps. This insensitivity to error

is probably the most important criterion by which to judge the merit of a flight

control system for this critical phase of the flight.

Ballistic Skip - No effective aerodynamic control can be exercised during

this phase of the flight. For a vehicle with no propulsive capability remaining,

this skip is then uncontrolled. This just serves to emphasize the importance of

achieving accurate exit conditions - or what is closer to the case, achieving a

combination of errors at exit such that a desired ballistic trajectory results.

Final Glide - Again during the final glide to the landing point either predicted

final value control or nominal-following control can be employed. If the vehicle

has a reasonable lifting capability, say L/D of 0. 5 or greater, a particularly

simple range predictor is available for use in a final value control scheme. If the

control history is taken to be just a constant L/D, the range to which the vehicle will

glide is given to good accuracy by the simple equilibrium glide relation

Range angle = _2- D In I, _21 (VII-9)

\1 vii
where V'i and V--f are the initial and final velocities divided by the circular satellite

velocity at some mean altitude. In fact, the form of this range expression is so

simple as to allow direct calculation of the required L/D given the range to go.

This expression for L/D, modified by correction terms to account for the fact

that the initial altitude and flight path angle may not be consistent with equilibrium

glide at the required L/D (7), results in a direct closed-loop flight control system

for the final glide.

The Apollo vehicle has an L/D of only 0. 3. With such little lift, the

assumptions underlying the equilibrium glide relations are not well satisfied, and

the nominal-following philosophy seems preferable. This scheme is especially

amenable to this last phase of the flight since the ballistic skip was intended to bring

the vehicle into the final glide at a nominal range from the landing point. Thus

trajectory data calculated before the start of the mission and stored in the on-board

computer is perfectly usuable in this phase. The nomi-nal distance flown by the
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Apollo vehicle in this final glide phase is about 640 nm and the control capability for

accommodating range errors at the end of the ballistic skip is about ÷ 200 nm. It

is expected that the errors will be no more than about 20 rim.

VEHICLE CONTROL

The result of the flight control schemes discussed above is a desired or

commanded L/D. It still remains for a vehicle control system to execute these

commands. For many reasons it would be desirable to have full aerodynamic

control available; that is, to be able to roll to any desired bank angle and to trim the

vehicle to any desired lift or L/D. But aerodynamic trimming poses a most

difficult problem. This requires something like control surfaces or trim tabs which

will not burn up when deflected into the hot gas flow, will not jam if heat-protecting

material from the vehicle forebody flows back and condenses, which are reasonably

small and lightweight, have modest power requirements for actuation, and so on.

It seems fair to say that this problem has no satisfactory solution at present.

A perfectly reasonable alternative is the use of a fixed vehicle trim at some

L/D and the use of roll only to control the flight. In this case the L/D referred to

throughout the discussion of in-plane flight is interpreted as the vertical component

of L/D. The vehicle is then rolled to whatever bank angle is required to achieve

the commanded vertical component of L/D. The resulting lateral component of lift

can be directed either to the right or left. An evident logic for lateral control is to

reverse the direction of roll when the predicted lateral error exceeds some limit.

This limit can be set large initially and decreased during flight - perhaps in pro-

portion to the vehicle's lateral control capability. Roll control in the Apollo mission

is exercised by on-off operation of hypergolie thrusters using attitude information

derived from the IMU gimbal angles. The vehicle is aerodynamically stable in

pitch and yaw; additional control engines are used for rate damping about these axes.

The re-entry flight control problem for lunar return missions seems well in

hand. The problem becomes much more challenging as one looks ahead to planetary

return missions. It may be that new techniques will be required to satisfactorily

solve that problem. The entry corridor will be considerably narrowed; perhaps large

area controllable drag devices may be useful to broaden the corridor or propulsion

may be useful to rotate the flight path somewhat at a strategic point during entry.

The vehicle energy which must be dissipated in the atmosphere will be much greater,

thus complicating considerably the problem of heat protection. Perhaps different

flight plans can be used to assist in this problem - very long flights around the Earth

at high altitude to dissipate the energy under radiative equilibrium may be useful.

Trajectory sensitivity to error will be greater, control responsiveness will have to

be faster and more accurate. But one thing is certain: there will always be space
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missions ending with atmospheric flight to a landing point. So workable solutions to

the re-entry flight control problem will have to be found for all such missions.

J
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