bcnu uses simple shell scripts called agents to handle all of the checking and alerting required in the system. There is a simple API using shell functions which makes it easy to develop new agents.





The system consists of standard agents, admin agents, special agents and contributed agents.





Any parameter can have the string +PAGE attached. This will cause a text message to be sent if the alert is triggered.


Standard Agents


net





Parameter:	bcnunetfilename ….





The net agent will monitor connectivity via ping of all the systems defined in the bcnunet file. Other services can be defined in this file e.g. http, ftp etc. and all of these will be monitored.





This is normally only run on the master, unless a proxy service is being provided.





If there are a lot of systems to be monitored, then they can be split between any servers running the bcnu daemon. All reports will be sent back to the master.


procs





Parameter:	process=minrunning=maxrunning ….





The procs agent is used to check for required processes to be running on the system. e.g. inetd etc.





Normally an error is sent if the process is not running. You may also specify that a minimum and or maximum number of these processes are running, e.g. a web server.


fs





Parameter:	fsname=warning%full=error%full ….





The fs agent will check each filesystem that is specified in the agent config file. It will check if a filesystem is mounted and for a warning and error level of space used. Each filesystem can have a separate warning and error level for percentage of space used.





Unlike other systems, all filesystems aren’t checked as there may be CD-ROM’s mounted or other times when it is perfectly valid for a filesystem to be 100% full.


logs





Parameter:	filename=warningfile=errorfile ….





The logs agent will check the file that is specified in the agent config for the specified errors/warnings. 


A separate warning and message file can contain regular expressions. These files are normally located in the BCNUHOME/etc directory, e.g. the file messages.err could contain





scsi parity error


SCSI transport failed


bcnud.* error receiving file





The agent uses a program called bcnumsg which is supplied. This program remembers where it was in the file and only checks from there onwards, so it is reasonably efficient. 





The only drawback with this approach is that if an error message only appears once, the next time the agent is run it will not find it again. But normally with serious errors it will keep appearing.


uptime





Parameter:	daysup=5minute=15minute





The uptime agent will check the system for the number of days, 5 minute and 15 minute load average thresholds as specified in the agent config file.





If the system is up for less than the number of days specified, it will report an error. This should catch times when the system crashed and rebooted itself.





If the 5 minute load average is exceeded, a warning will be reported. If the 15 minute load average is exceeded an error will be reported.


�
System Specific agents


vmgt





Parameter:	none





Disk volume management monitor. Will check for errors in Solstice Disksuite on solaris, or LVM on AIX and HPUX.


config





Parameter:	none





Collects user selectable config files and send them to the master system. Can be used for disaster recovery, inventory etc. Web pages are built for each system from the config files.





Contributed Agents





None yet, but the agent system is very easy to use. There are standard bourne shell functions to set up the environment, parse the parameters and send the data so it is simple to develop agents.





It’s also very easy to modify existing maintenance scripts to use bcnu as the display mechanism for checking the output.


�
Admin Agents


retry





Parameter:	none





The retry agent will resend any data which has been gathered while the master server is unavailable.


alert





Parameter:	MAIL PAGE PAGEPROXY=paginghost RUN=command





The alert agent handles alerting when an error is reported. It can send email, run a program of your choice, send a text message via a pager, send the message to a another host which has pager support or just run the buildweb script to update the web display.





The file BCNUHOME/etc/hostinfo contains contact details, pager numbers etc.


admin





Parameter:	none





The admin agent tidies up log files, old data files and web pages for systems which may no longer exist. It generates a report for all errors found by agents that day including those which have not been logged.


av





Parameter:	none





The av agent is run when bcnu starts up and shuts down. It should also be run periodically just for information. It gives details of the type of system the daemon is running on, and also sends a copy of the agents file to the master.


buildweb





Parameter:	none





The buildweb agent runs the buildweb script to rebuild the static pages based on the contents of the data directory. If you are using the CGI scripts the buildweb agent is not really required.


proxy





Parameter:	proxyhostname





The proxy agent will take data logged by other systems and send it to the master system. Useful where a firewall or other restrictions are in place.


�
discover





Parameter:	none





The discover agent is a designed to run as a standalone script or can be run thru bcnu. It will read a file of your choice (normally /etc/hosts) and will try to build up a bcnunet file for all of the hosts defined. The default is to test for bcnu,ftp,telnet,http and mail on the hosts. It writes out a file which can be used directly with the net agent.


 


�EMBED Unknown���		bcnu Version 1.1





John Phillips		Page � PAGE �4� of � NUMPAGES  \* MERGEFORMAT �1�


jp@witty.com		Revision � REVNUM  \* MERGEFORMAT �7� : � SAVEDATE \@ "dd MMMM yyyy" \* MERGEFORMAT �17 November 1998�











