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PURPOSE

The purpose of this document is to specify the equétions
necessary to pexform the guidance, navigation and control omboard computa—
tion functions for the space shuttle orbiter vehicle., This edﬁations
document will:" (1) establish miore specifically, than on a functiomal
level, 'the GN&C computational requiremenﬁskfor computer sizing, (2) provide
GN&C design equations specification to develop demonstration sowaére'for
hardware feasibility testing, and (3) define the hardware interface
requirements with the GN&C subsystem software. The document will provide
2 standard of communication of information concerning the GN&CE equations,

and will provide a means of coordination of GN&C equation -development.

vidi



‘SCOPE

This is Volume III of the document which defines .the Guidance,
Navigation and Control (GN&C) design equations.sequencing and interfaces
for the computations required in the .GN&C ‘Subsystem for all mission
phases of the Shuttle Orbiter-flight. ‘The equations are intended to-
satisfy the functional requirements specified in .Refexence a, " This !
document will describe in mathematical, logical, and operational language
all the details necessary to initiate and carry out .the design of the

required computer modules (subprograms) for the GN&C functions.

The document will be organized inte six volﬁmeé. Volume I
contains Sectionms 1 through '8, which provide introductory information.for
the document. Volume II contains the current detalled equations for the
preflight, boost, separation, orbit insertion and ascent abort phases of
the Orbiter operation. Detailed equations for orbital operations of the
Orbiter, which include the orbital coast, orbital poﬁered flight, rendez-
vous, station keeping, docking and undocking, and docked operations phases,
are presented in Volume III. Volume IV contains the current defailed
equations for the deorbit and entry, transition, cruise and ferry, approach
and landing, and horizontal takecff phases of the Orbiter. Also, this
volume will contain the equations for communications and pointing functions
and the failure detection function. For this issue of the document, only
Volumes I through IV are being published. In future issues, Volume V will
contain the detailed flow diagrams for the equations. For the initial
issue, the flow diagrams for the approved equations are included with the
equations in Volumes II, III or IV. For future issues, the constants used
in the equations will be summarized in Section 11 and the GN&C parameters
and variables which can be entered or called via Lhe keyboard will be
enumerated in Section 12. These two sections will be contained in

Volume. VI of the document.

vidii



APPLICABILITY

This document is applicable to the Guidance, Navigation, and
Control (GN&C) Subsystem of the Electronics System of the Space Shuttle
Orbiter Vehicle.. It is applicable to the definition of the shuttle
computational requirements for the subsystem listed above. It is applicable
to the Phase B and Phase C subsystem development. It defines the Manned
Spacecraft Center Guidance and Control Division inhouse sutdy baseline

equations design.



9.6 ORBITAL COAST

The following GN&C .software functions are envisioned for the orbital

coast phase:

Sensor Alignment and Calibration

1. Pezform automatic calibration of sensors and compute
compensation values during coasting orbital flight.

2. Perform automatié sensor pointing and alignment during
coasting orbital flight.

Orbit Navigation

3. Advance imertial vector with conic solutions from an.
initial state tc a final state as a function of time
oY anomaly.

4  Augment conic state advancement with numerical
- integration to account for complex gravity potential
models, ’

5. Reduce uncertéinties in inertial state by accepting
and processing data from navigation sensors (ground
beacons, radar altimeter).

Attitude Control

6. Maintain attitude-hold about a desired orientation.

7. Provide attitude rate-hold about a desired raté for
orbital rate control, station keeping, passive thermal
control or other constant-rate maneuvers.

8. Provide semi-automatic control by initializing attitude
hold following manual maneuvers.

9. Implement minimum-impulse jet firings when required
- by the autopilot or selected by the crew for manual control.

10. Maintain attitude for target visibility at crew and radar
locations during the coast periods of rendezvous, station
keeping and docking approach.

9.6.1 Orbital Navigation

9.6-1



SPACE ‘SHUTTLE

GN&C SOFTIWARE EQUATION SUBMITTAL

Software Equation Section: Conilec State Extrapolation Submittal No. 6

——

Funcﬁion:. Advance inertial state with conic scluticns
Module No. ON2 Function No. 1 (MSC 03690)

Submitted by: W. M. Robertson Co. MIT No. 3-71

Date: TFeb 1971

NASA Contact: J. Suddath Organization: GCD

Approved by Panel ITI: XK. Cox -’C-T-Cﬂ( Date: ;4’%&2& -

Summary Description: Provides the capability to advance a geocentric

inertial state as a function of time or true anomaly. The extrapolation

1s done analvtically assuming Keplerian motion.

Shuttle Configuration: These equations are independent of Shuttle

confipguration.

Comments:

(Design Status)

(Verification Status)

Panel Comments«
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9.6.1.1 Conic State Extrapolation

1, INTRODUCTION

The Conic State Extrapolation Routine provides the capabil-
ity to coniecally extrapolate any spacecraft inertial state vector either
backwards or forwards-as a function of time or as a function of
transfer angle, It is merely the coded form of two versions of the
analytic solution of the two-body diff erential equations of motion of
the spacecraft center of mass, Because of its relatively fast compu-
tation speed and moderate accuracy, it serves as a preliminary
navigation tool and as a method of obtaining quick solutions for tar-
geting and guidance functions. More accurate {but slower) results
are provided by the Precision State Extrapolation Routine,

9.6-3



9.6.1.1 Conic State Extrapolation (continued)

NOMENCLATURE
a Semi-major axis of conic
¢y First conic parameter (50 . KO)/ “E)
. 2
g Second conic parameter (r0 vy / Hp - 1)
: iy 2
Cg Third conic parameter (rgve™/ ug)
ci(g) Power series in § defined in text
E Eccentric anomaly
f True anomaly-
H Hyperbolic analog of eccentric anomaly
i Counter
P Semilatus rectum of conic
Py Normalized semilatus rectum (p/ ry)
P Period of conie orbit
Ty Magnitude of Ty
Ty Inertial position vector corresponding to initial time
to
r Magnitude of r(t)
r (t) Inertial position vector corresponding {o time t
5 - Switch used in Secant Jterator to determine whether

secant method or offsetting will be performed

9.6-4



9.6.1.1 Conic State Extrapolation (continued)

S(E)

(t-1t5)

(t —tO)C

(t -ty

(1)
(t-1%5),

ERR

(54

vit)

Power series in £ defined in text

Final time (end of time interval through which an

extrapolation is made}

Initi:gl_ time (beginn;ing of time interval through which
an extrapolation is to be made}

[

Specified transfer time interval

Value of the transfer time interval calculated in the
‘Universal Kepler Equation as a function of % and the

conic parameters

Previous value of {t - tD )c

“The "i-th" value of the transfer time interval calcula

ted in the Universal Kepler Equation as a function.of
the "j-th" value x; of x and the conic parameters

Difference between specified time interval and that
calculated by Universal Kepler Equation

Magniiude of Yy

Inertial velocity vector corresponding to initial time
X
Inertial velocity vector corresponding to time t

Universal eccentric anomaly difference (independent
variable in Kepler iteration scheme)

Previous value of x

Value of x to which the Kepler iteration scheme con-

verged

Previous value of X,

9.6-5



9.6.1.1 Conic State Extrapolation (continued)

X, The "i-th" value of x
X . Lower bound on x
min

X nax Upper bound on x

@ Reciprocal of semi-major axis at initial point Ty

apy Normalized semi-major axis reciprocal ( a-ro)

Yy Angle from I, to v,

Atmax Maximum time interval which can' be used in computer
due to scaling limitations

DX Increment in x

€ Relative convergence tolerance factor on transfer
time interval

€, Convergence tolerance on independent variable x

g Transfer angle {true anomaly increment)

o Gravitational parameter of the earth

g Product of @ and square of x

960, ')Ll, 7:2,’)5.3 Coeffjcients of power series inversion of Universal
Kepler Equation

Unit vector in direct.ion of

Io
1 Unit vector in direction of Y{)

9.6-6



9.6,1.1 Conic State Extrapolation (continued)

2, FUNCTIONAL FLOW DIAGRAM

The Conic State Extrapolati;)n Routine basically consists of
two parts — one for extrapolating in time and one for extrapolating in
transfer angle. Several portions of the formulatlon are, however,
common to the two parts and may be arranged as subroutmes onn a
computer

2.1 Conic Staie Extrapolation As A Function Of Time {Kepler
Routine)

This routine involves a single loop iterative procedure, and
hence is organized in three sections: initialization, iteration, and
final computations, as shown in Fig, 1. The variable "x" is the in-
dependent variable in the iteration procedure, For a given initial
state, the variable "x" measures the amount of iransfer along the ex-
trapolated trajectory, The iransfer time interval and the extrapolated
state vector are very conveniently expressed in terms of "y ", In the
iteration procedure, 'x" is adjusted until the transfer time interval
calculated from it agrees with the specifiéd transfer time interval
(to within a certain tolerance), Then the extrapolated state vector

is calculated from this particular value of "x'

2, 2 Conic State Extrapolation As A Funciion Of Transfer Angle
{ Theta Routine)

This routine makes a direct calculation (i.e. does not have
an 1terat10n scheme), as shown in Fig, 2. Again, the extrapolated’
state vector is calculated from the parameter "x'". The value of "'x"
however, is obtained from a direct computation in terms of the conic
parameters and the transfer angle 6, It 1s not necessary to iterate

i

to determine "x", as was the case in the Kepler Routine,



9.6.1.1 Conic State Extrapolation (continped)

Initialization
(Compute Various Conie Pa'rameters)
(Compute A Rough Approximation To "x', Or-Use Previous Value

As A Guess)

Iteration

Compute Transfer Time Interval Corresponging
To The Variable "x'"

Converge ?

) Final Computations .
(Compute Extrapolated State Vector Corresponding
To The Variable "x")

'

Figure 1 KEPLER ROUTINE FUNCTIONAL FLOW DIAGRAM
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9.6.1.1 (Conic State Extrapolation (continued)

lx

Initialization

{Compute Various Conic Parameters)

- ————

Compute "x'" Corresponding To The Specified
Transfer Angle 8 ‘

Compute Tranefer Time Interval Corresponding
To The Variable "x"

Final Computations
(Compute Extrapolated State Vector Corresponding
To The Variable "x")

Figure 2 THETA ROUTINE FUNCTIONAL FLOW DIAGRAM
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9.6.1.1 Conic State Extrapolation (continued)

3. ROUTINE INPUT-OQUTPUT

The Conic State Extrapolation Routine has only one system
parameter input: the gravitational parameter of the earth, Iis prin-
cipal real-time inputs are the inertial state vector which is to be ex-
trapolated and the transfer time interval or transfer angle through
which the extrapolation is to be made. Several optional secondary
inputs may be supplied in the transfer time case in order to speed
the computation. The principal real-time output of both cases is the
extrapolated inertial state vector.

3.1 Conic State Extrapolation As A Function of Transfer Time

Interval (Kepler Routine)

Input Parameters

System

Hg Gravitational parameter of the earth ( Product of
earth's mass and universal gravitational constant),

Regl-Time (Required)

{ Ty EO) Inertial state vector which is to be extrapolated
( corresponds to time tO ).
(t- to) :  Transfer time inferval through which the extrapola-

tion is to be made,

Real-Time (Optional)

b4 : Guess of independent variable corresponding to solu-
tion in Kepler iteration scheme, {Used to speed con-

vergence),

9.6-10



9.6.1.1 Conic State Extrapolation (coritinuerﬁ

- 1
(t tOc

(x{t),v (i)

(t—to)c

Value of dependent variable {the transfer time inter-
val) in-the Kepler iteration scheme, which was
calculated in the last.iteration of the previous call to
Kepler,

Value of the independent variable in the Kepler itera-
tion scheme, to which the last iteration of the

previous call o Kepler had converged,

Qutput Parameters

Extrapolated inertial state vector (corresponds to
time t),

Value of the dependent variable (the transfer time
interval) in the Kepler iteration scheme, which was
calculated in the last iteration {should agree closely
with (t - to)).

Value of the independent variable in the Kepler itera-
tion scheme to which the last iteration converged.

3.2 Conic State Extrapolation As A Function Of Transfer Angle

{ Theta Routine )

System

Input Parameters

Gravitational parameter of the earth ( Product of

earth's mass and universal gravitational constant),

9.6-11



9.6.1.1 Conic State Extrapolation (continued)

Real-Time

( Ty 20) : Inertial state vector which is to be extrapolated,
g :  Trangfer angle through which the extrapolation is to
be made,

Qutput Parameters

(r, v) . Extrapolated inertial state vector,

{t - to )c : Transfer Time Interval corresponding to the conic -

extrapolation through the transfer angle 8.

9.6-12



9.6.1.1 Conic State Extrapolation (continued)

4, - DESCRIPTION OF EQUATIONS

4.1 Conic State Extrapolation As A Function Of Time {Kepler
Routine) ]

. The universal formulation of Stumpff-Herrick-Battin in
terms of the universal eccentric anomaly difference is used. This
variable, usually denoted by x, is defined by the relations:

ya'(E - EO) for ellipse
X =< \p'tan £/2 - tan fO/Z) for parabola

v-a'(H - Ho)rfor hyperhola

where a is the semi-major axis, B and H are the eccentric anomaly

and its hyperbolic analog, p is the semi-latus rectum and f the true
anomaly. The expressions for the transfer time interval (t - tO)

and the extrapolated position and velocity vectors ( r, v) in terms of-'
the initial-position and velocity vectors (50, _\_ro) as-functions of x

are:; .
(Universal Kepler Equation)
- r . v . = 4
(t-t )=.__L_ ‘L_‘-'Qxzc(aox?‘)+(1—r0a0)x38(c-r0x2)+1:0 x\l_

N N

- _ 3 —
X . 2
r{t) = [1 ———C(a X ) £0+, (t—t Yy - —- S(a'ox ) Yo
..I.UE
V(t)" HE o X3S(EZ xz)—x r. + 1 —X_C(a xz) v
- - 0 0 =0 r 0 -0
rr,

9.6-13-



9.6.1,1 "Conic State Extrapolation {continued)

where
’ 2
_1 .2 Yo
0 T g
0 0 Hp
and
2
s(§)=_1_._§ +§._._”
3! 51 Ti
2
cgy=-+ -8 4+ & _
21 41 6!

Since the transfer time interval (i - to) is given, it is desired to

find the x corresponding to it in the Universal Kepler Equation, and
then to evaluate the extrapolated state vector ( r, v) expression )
using that value of x. Unfortunately, the Universal Kepler Equation
expresses (t - to) as a transcendental function of x rather than con-
versely, and no power series inversion of the equation is known which
has goecd convergence properties for all orbits, so if is necessary

to solve thé equation iteratively for the variable x,

For this purpose, the secant method { linear inverse inter-
polation/ extrapolation) is used, It merely finds the increment in
the independent variable x which is required in order to adjust the
dependent variable (t - 1:0)0 to the desired value (t - to) based on a
linear interpolation/ extrapolation of the last two points ealculated on
the {t - to)c vs x curve. The method uses the formula

(n)
(t-t) " - (% - 1)

(Xn+1 - xn) = - (xn - xn_1~)

(n) (n-1)
(t-t) 07 - (b -t) "D

9.6-14



9.6.1.1 Conic State Extrapolation' (continued)

where (t - to) ( é‘) denotes the evaluation of the Universal Kepler
Equation using the value x;. In order to prevent the scheme from
taking an increment back into regions in which it is known from past
iterations that the solution does not lie, it has been found convenient
to establish upper and lower bounds on the independent variable x
which are continually reset during the course of the iteration as more
and more values of x are found to be too large or too small, Inad-
dition, it has also been found expedient to damp by 10% any incre-
ment in the independent variable which would {if applied) take the
value of the independent variable paét a bound, ‘

To start the iteration scheme, some initial guess xoﬁ of the
independent variable is required as well as a previous point (x__l,
(t -ty )c( "1y on the (1 - ty), vs x curve, If no previous point is
available the point (0, 0) may be used as it lies on all (1t - to)c Vs,

x curves. The closer the initial guess X is to the value of % corres-
ponding to the solution, the fasier the convergence will be, One
method of obtaining such a guess X5 is to use a truncation of the
infinite series obtained by direct inversion of the Kepler Equation
(expressing x as a power series in (it - to }). It must be pointed out
that this series diverges even for "moderate" transfer time inter-
vals {t - t;); hence an iterative solution must be used to solve the’ .
Kepler equation for x in the general case, A third order truncation

of the inversion of the Universal Kepler Equation is:

3
n
% = Zy:n (t -t
n=g0

where
’XU =0 'x’lz J‘“E/ro'
%y = _L Eg (20 E0)
3 rFl
2 ry® \wg
T 3 r v, 2
I ) [—3(‘0 =) ‘(l’ro"o):]’
61, rg Lrg Nyg
with a, = 2fr vz'/
0 o Vo /HE"



9.6.1.1 Comnie State Extrapolation, (continued)

4,2 Conic Staie Extrapolation As A Function of Transfer Angle
{ Theta Routine }

As with the Kepler Routine, the unjversal formulation of
Stumpff-Herrick-Battin in terms of thie univérsal eccentric anomaly
difference x is used in the Theta Routine, A completely analogous
iteration scheme could have been formulated with x again as the in-
dependent variable and the transfer angle § as the dependent variable
using Marscher's universdlly valid equation:

2 2
rotl - @gX S(ozox )
6 .
_cot = = - +cot v,

2 \]’E‘x C(cr0 xz)

where
r.v., 2
.2
p = (-2 sin” v,
Vg

and

Yy, = angle from Iy to ¥y

Howe;rer in contrast to the Kepler equation, it is possible
to invert the Marscher equation into a power series which can be.
made to converge as rapidly as desired, by means of which x may be
calculated as a universal functlon of the transfer angle 8, Knowing
X, we can directly calculate the transfer time interval (t - to)c and
subsequently the extrapolated state vectors ugsing the siandard
formulae,

The sequence of computations in the inversion of the
Marscher Equation is asfollows;

Let
Py=Plry o=« ry

~and-

9.6-16



9.6.1.1 Conic State Extrapolation (continued)

. 2 9
W, = [P {~—22— - cot v,).
1 N l1-cos@g 0
13
|W1] >1, letV, =1,
Let
- 2
W = + W 2 tay + |wn| (|w1|51)
or
[ 2 21
Vol = +\Jvn oy (|1/W]!) +V ‘(|Wl,>1) )
Let oy = W_ (jwy| <1)
or
Yo, = (| YW /v, (|w1, >1),
Let

n ™ ] @
z-2 5 LN
W, i=0 2j+1 @
where n is an integer >4, Then
> (W, >0)

=/ \To' =
2#/\@ -2 (W, <0)

The above equations have been specifically formulated to avoid certain

numerical difficulties,
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9.6.1.1 Conic State Extrapolation (continued)

5, DETAILED FLOW DIAGRAMS
5,1 Conic State Extrapolation As A Function of Time (Kepler
Routine)
SYSTEM REAL TIME (Required) REAL TIME (Optional)
FE _I_:OJ ZOJ (t - to} X, (t - to é:.l xé: .

i = 20

%o = [Z|

£ = UNIT (z,)

e
(o] = ———
1
==
. 205
¢y =Ty -1
PE
o = (1 - cz)/ro
Yes Ne
o
v ___
xmax‘:Zﬁ/,[cr‘ xmax=\|-50/af|

rocll——

Y

Figure 3a KEPLER ROUTINE DETAILED FLOW DIAGRAM
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9.6.1.1 Conic State Extrapolation (continued)’

No
: —
Yes
a
(t-1,) = (¢ ~tg) - sign (t -t ) P
N y
Y

b4 z
X = sign {t -to) mza.x e E

Figure 3b KEPLER ROUTINE DETAIIED FLOW DIAGRAM
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9.6.1.1 Conic State Extrapolation (continued)

<0 i >0
w
“min N max

max

) 1
. Ax=}_:—xé

+ —
‘g"=rzx2

'

Call Universal Kepler Equation

Bgs €1, €9, X, &, r,

Resume
(t - to)c: S(g ).IC {E)

l

'eRrRr = (t-1p) - (t-15),

CallSECANTITERATOR
- 1
Ds (t"to)c * (t to)ca tERR F]

sos X
AX, X, *min’ *max

Resume

X, X ]

A

X

min’ “max’

Figure 3c KEPLER ROUTINE DETAILED FLOW DIAGRAM
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9.6.1.1 Conic State Extrapolation (continized)

- - -

(t to)c {t to)c
X=X+ Ax v
i=1i-1

{

all Extrapolated State Vector

"‘E’ an y_o: X.E: S(S),
CE), (t-1y),

Resume
r(t), v(t)

Y

X, = X

OUTPUT

]

z(t): z(t)a (t = to)c: xC

Figure 3d KEPLER ROUTINE DETAILED FLOW DIAGRAM
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9.6.1.1 Conic State Extfapblation (continued)

5,2 Conic State Extrapolation As A Function of Transfer Angle
ENTER “
SYSTEM REAL-TIME
FE

foo = Ed: L = Zo/To
oo P v, "Ylvo
€08 g -—11:‘0 EVO
sin v, =]1,. %1
0 I-—ro —VOI
cot v, = cos 70/ sin To
¢ =r. v 2/
3 00 ' HE
o =2 - 03
Py = Cq Sin” v,
Yes
rl—
é No
6 =0 - sign (8) 360°
n=n+1]
Y

v

Figure 4a THETA ROUTINE DETAILED FLOW DIAGRAM
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9.6.,1.1 Conic State Extrapolation (continued)

Call Marscher Equation Inversion

é, cot Yoo For U0 Py

Resume

%8, ¢, Cy

¢

Call Universal Kepler Equation

Bgs Es X, €5 Cy, T

Resume

(t -to)c: S(E)J C(E)

;

Call Extrapolated State Vector

Hms I Yo X, £, S(E), C(E)

Resume

r(t), v(t)

Yes
ol
P - 27
(N "'0)3/2 e
(t -to}c= (t __tO)c +npP
|4

-Figure 4b THETA ROUTINE DETAILED FLOW DIAGRAM
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9.6.1.1 Conic State Extrapolation (continued)

!

vit)= - v(t)

(t-tg), == (-t,)

OUTPUT I

£(8), v(t), (t-t0)

Figure 4¢ THETA ROUTINE DETAILED FLOW DIAGRAM
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9.6.1.1 Conic State Extrapolation (continued)

5.3 ‘Subroutines Used By The Transfer Time or Transfer Angle

Conic Extrapolation Routines

5.3.1  Universal Kepler Equation

SYSTEM REAL-TIME
He | C1s Cgs X, €, T,
2
s(g)=-L_- 8 ,§
31 51 T
2
cqpy-L E L E
21 41 6!

(t-t), = [cl xzc(g) +x(e, %2 S(E)+r0)]/ \|“Ei

QUTPUT

(t-ty),, S(£), C(E)

Figure 5 UNIVERSAL KEPLER EQUATION DETAILED FLOW DIAGRAM
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9.6,1.1 Conic State Extrapolation (continued)

5,3,2 Extrapolated State Vector

SYSTEM ' . REAL TIME

EOJ XOJ X., EJ S(E): C(g): (t -to)c

2 3
r(t) = (1-Z- C(ENr +((t-t,) -2 s(g))
£ ¥, Lo 0’c 2 ! 1’-0‘
(t) : (£8(5)-1) (1 x” C(E))
v = b4 -l r {1l - — gl vy
= ror(t) =0 ©r(t) ~0

QUTPUT
(1), vit), (t -to),J

fligure 6§ EXTRAPOQLATED STATE VECTOR EQUATION
DETAILED FLOW DIAGRAM
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9.6.1.1 Conic State Ei{trapolati:on (continued) '

5, 3.

3  Secant Iterator
S0 (E-tg)or (E-t)0, tppps 8% %, %0 x
. \s/ -
ierR *max " *min
Ax = Ax Ax = sign (tERR )
(t -t ) -(t-t,)r :
0 [ad 0 c s = 0

L

ax, xmin

s X

s
max’

Figure 7 SECANT ITERATOR DETAILED FLOW DIAGRAM
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9,.6.1.1° Conié State Extrapolation (continued)

5.3.4 Marscher Equation Inversion

9, Cot ’YO, rog Q'N, pN

:

sin @

- { -
Wy =Pyt —easw ~ et 7p)
n=1
<
>0
.(No
Solution]
W)t <1
r 1
Wn+1=+\IW tay TIW 1/W,| =[sin 6/ (I P ! (1+cos 6 - sin 8 cot }
n N n 1 N oty
Vl =l
No
n=3 n=n+1l
Yes

v

Figure 8a MARSCHER EQUATION INVERSION DETAILED FLOW DIAGRAM
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9.6.1.1 Conic State Extrapolation {continued)

A !
Vot = +Wn Fan (/W) + v

ey, ='(I1/W1~[)/V4

Ty

_ 2T .
Xy = — X
\ia’N

o= oy

x = \Ty ¥y

¢y =,]r0pN'cot Yo

=1- w

c

9 N

i

x’ S > cl’ 02

Figure 8b MARSCHER EQUATION INVERSION DETAILED FLOW DIAGRAM
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9.6,1.1 Conic State Extrapolation (continued)

6. SUPPLEMENTARY INFORMATION

The analytic expressions for th€ Universal Kepler Equation
and the extrapolated position and velbci’cy vectors are well known and
are given by Battin (1964 ), Battin also outlines a Newton iteration
technique for the solution of the Universal Kepler Equation; this tech-
nique converges somewhat faster than the secant technique but
requires the evaluation of the derivative, It may be shown that if the
derivative evaluation by itself takes more than 44% of the computa-
tion iime used by the other calculations in one pass through the ioop;
then it is more efficient timewise to use the secant method,

Marscher's universal equation for cot 6/2 was derived by

him in his report (Marscher, 1965), and is the generalization of his
_ ""Three-Cotangent'' equation;

Marscher has also outlined in ihe report an iterative method of ex-
trapolating the state based on hig universal equation. The inversion
of Marscher's universal equation was derived by Robertson (1967a),

Krause organized the details of the computation in both
routines,

A derivation of the coefficients in the inversion of the Uni-
versal Kepler Equation is given in Robertson ( 1967 b) and Newman
(1967},
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9.6.1.1 Conic State Extrapolation (continued)

References
1, Battin, R,H,, 1964, Astronauctical Guidance, McGraw=-Hill,
2. Krause, K, W,, 1968, A Unified Method of Solving Initial

Valie and Boundary Value Conic Trajectory Problems, TRW
Interoffice Correspondence #3424, 9-15 (January 1968 ),

3. Marscher, W,, 1965, A Unified Method of Generating Conic
Sections, MIT/IL Report R-479, February 1965,

4, Newman, C. M., 1967, The Inversion of Kepler's Equation,
MIT/IL Space Guidance Analysis Memo #14-67.

5, Robertson, W, M,, 1967a, Explicit Universal Series Solu-
tions for the Universal Variable x, MIT/IL Space Guidance
Analysis Memo #8-67,

8. Robertson, W, M., 1967b, Time-Series Expansions of the
"Universal Variable x, MIT/IL Space Guidance Analysis
Memo #13-67. '

9.6-31



SPACE SHUTTLE

GN&C SOFTWARE EQUATION SUEMITTAL

Software Equation Section: Precision Staté and Filter Weighting Matrix
Extxrapolation

Submittal No._ 7

Functlion: Provide precision advancement of the Inextial State and
Weighting Matrix. :

Module No. ON-2 Function No. 2,3 (MSG 03690)

Submitted by: W. M. Robertson Co. MIT No. 4-71

Date: TFeb 1971

NASA Contact:. J. Suddath Organization: GCD

Apﬁroved by Panel III: j¢ I Y 45 Date: _;//a /—7/
"

Summary Description: Provides the capability to extrapolate any space-—
craft geocentric state vector either backwards or forwards in time through
a force field in which all significant perturbation effects have been
included. Also provided is the capability of extrapolating the filter-

weishting matrix along the precision trajectory.

Shuttle Configuration: These equations are independent of the Shuttle
configuration.

Comments:

(Design Status)

(Verification Status)

Panel Comments:

9 . 6-32



9.6.1.2 Precision State and Filter Weighting Matrix
Extrapolation (continued)

1, INTRODUCTION

The Precision State and Filter Weighting Matrix Extrapola-
tien Routine provides the capability to extrapolate any spacecraft
geocentric state vector either backwards or forwards in time through
a force field in which all significant perturbation effects (such as the
earth's oblateness, the atiraction of the sun and moon, and atmos-
pheric drag) have been included, as well as the earth's dominant
central-force attraction, The Routine also provides the capability of
exirapolating the filter-weighting matrix along the precision trajec-
tory. This matrix, which is also known as the "W-matrix", contains
statistical information relative to the accuracies of the state vectors
and certain other quantities,

The routine is merely a coded algorithm tor the numerical
solution of modified forms of the basic differential equations which
are satisfied by the geocentric state vector of the spacecrafi's center

of mass and by the filter-weighting matrix, namely

Eoret) ¢ B ryy - a (1)
at? 3ty
and
L Wity = F(t) wit),
dt

where a {t) is the vector sum of all the perturbing accelerations,

and F(t) is a matrix containing the gravity gradient matrix as one of
its sub-blocks,

Because of its high accuracy and its capability of extrapolat-
ing the filter weighting matrix, this routine serves as the computational
foundation for precise space navigation, It suffers from a relatively
slow computation speed in comparison with the Conic State Extrapola-
tion Routine,
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9.6.1.2 Precision State and Filter Weighting Matrix
Extrapolation {continued)

NOMENCLATURE
gd(t) Total perturbing acceleration at time t
3IDRAG Perturbing acceleration due to atmospheric drag
. X . gt

2IMOON Perturbing acceleration due {0 mocon's gravitational
attraction .

330BL Perturbing acceleration due to earth's oblateness

. - . s

g UN Perturbing acceleration due to sun's gravitational
atiraction

CDA/ M Spacecraft drag constant

Coq Constant describing earth's oblateness

(cos ¢) Cosine of colatitude of spacecraft

D Dimension of Filter Weighting Matrix (D=0,6,7,8,9)

B (t) Covariance matrix of dimension n

f(q) Special function of q defined in text

Inm AG Flag to indicate whether drag perturbations are-to be
ineluded

fSM Flag to indicate whether sun and moon perturbations
are to be included

fW Flag conirolling whether state or filter-weighting
matrix integration is being performed (used only
internally in routine)

G(t) Gravity Gradient Matrix

h Altitude
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9.6.1.2 Precision State and Filter Weighting Matrix
Extrapolation {continued)

I3 Three-dimensional Identity Matrix

Jordgsd 4 I Constants describing earth's oblateness

M p? MfI‘ - Matrices of constants describing earth's atmospheric

density

Pi( cos ¢) Derivative of i-th Legendre polynomial

g Special function of T and § defined in text

U Special function of r and TEM defined in text
"dg Special function of r and rrs defined in text .
Ty Geocentric position vector at time ?0

r(t) Geocentric pogition vector at time t

r(t) Magx{itude of geocentric position vector

T on(’c) Reference conic position vector at time t
rcm:l(t) Magnitude of reference conic position vector at time t
Tm " Mean equatorial radius of the earth

T Position vector of moon with respect to earth
Tag Pogition vector of sun with respect to earth
£j Intermediate values of r

ryC Distance of spacecraft from moon

Yso Disiance of spacecraft from sun

322 Constant describing earth's oblateness

tO Initial tinrle I.;oint
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9.6.1.2 Preeision State and Filter Weighting Matrix
Extrapolation (continued)

T Time to which it is degired to extrapolate { Tn, XFJ)
and optionally WO.

] T(ac Exos:pheric temperature

Yo Geocentric velocity vector at time ty

Yoon {t) Reference conic velocity vector at time t

Yrel Velocity vector of spacecraft relative to the atmos-
phere

‘WO Filter Weighting Matrix at time tU

Wi(t) Filter Weightir;g Matrix at time t

Wy Three-dimensional column vectors into which the
W-matrix is partitioned

X;E First component of T in earth-fixed coordinag’ce‘s

Vg Second component of r in earth-fixed .éoordinates

Zn Third component of rin earth-fixed coordinates

8 (t) Position deviation vector of‘ true position from
reference conic position at time t

b nax Maximum value of |5 [ permitted (used as rectifica-
tion criterion)

At Time-step size in numerical integration of differential
equation

{}‘tmax Maximum permissible time-step size

Atnom Nominal integraiion time-step size

€4 Time convergence tolerance criterion
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9.6.1.2 Precisio;:x State and Filter ‘Weightip_g- Matrix
Extrapolation (continued)

e{t) Error in the estimate of the position vector

n(t) ' Error inthe estimate of the velocity veetor

-?‘S Local hour angle of the sun

By - "Earth's gravitational parameter

Har ) Moon's g.'ravita'l:iona.l parameter

Hg Sun's gravitational parameter

v{t) Veiocity deviation vector of true velocity from

oo reference conic velocity at time t

Viax Maximum value of IEI permitterd {used as rectifica-
tion criterion)

p(x) P‘Ltmospheric density at r

¢ Geocentric latitude

9Eg, Angular rotation rate of earth

i, Unit vector in the direction of r

1 ly’ 1. Earth-fixed vectors (1, 0, 0), (0, 1, 0),(0, 0, 1)

transformed into reference coordinates
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9.6.1.2 Precision State and Filter Weighting Matrix
Extrapelation (continued)

2. FUNCTIONAL FLOW DIAGRAM

The Precision State and Filtexr Weighting Matrix Extrapola-
tion Routine performs its functions by inteéra‘ting ﬁodﬁied forms of
the basic differential équations at a sequence of-'points separated by
intervals known ag time-sieps, which are not necessarily of the same
size. The routine automatically determines the size to be taken at
each step., In close earth orbit about 21 steps are taken per trajectory
revolution,

As shown in Fig, 1, the state vector and {optionally) the '
filter-weighting matrix are updated one step at 2 time along the pre-.
cision trajectory until the specified overall transfer time interval is
exactly attained. (The size of the lagt time-step is adjusted as neces-
sary to make this possible, ) )
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9.6.1.2 Precision State and Filter Welghting Matrix
Extrapolation (contlnued)

ENTER

B

l - Compute time step size for this time-step,

Time-Step
size = (9?
(to within

Yes

—g EXIT

Yes

Rectification
required ?

3

RECTIF'Y

Y

Integrate state vector one time-step

W-Matrix
e z Extrapolation

Desired ?

Integrate W-matrix one time-step

y

Figure 1 FUNCTIONAL FLOW DIAGRAM,PRECISION STATE
AND FILTER WEIGHTING MATRIX EXTRAPOLATION
ROUTINE
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9.6.1.2 Precision State and Filter Weighting Matrix
Extrapolation (continued)

3, PROGRAM INPUT-OUTPUT

The Precision State and Filter Weighting Matrix Extrapol'a- -
tion Routine has the following input and output parameters:

SM

fhrac

Input Parameters

Gravitational p‘arameter of the earth

Constants describing the earth's ol_nla’cenes's

Constants describing the sun's motion
Constants describing the moon's rmotion

Matrices of constants describing the earth's atmos-
pheric density

Spacecraft drag constant

Angular rotation rate of the earth

Geocentric state vecior to pe extrapolated
Time agsociated with (r., 10) and WO

Time to which it is desired to extrapolate (EO’ 30)
and optionally WO‘
Filter Weighting (W) matrix to be extrapolated
{optional)

Dimension of W-matrix {0 indicates omit W —matrix).

Flag to indicaté whether sun and moon perturbations

are to be included

Flag to indicate whether drag perturbations are to be

included
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9.6.1.2 Precision State and Filter Welghting Matrix
Extrapolation {continued) ’

Output Parameters

(r(tg), v(tg)) Extrapolated geocentric state vector

W{(tg) Extrapolated filter-weighting matrix
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9.6.1.2 Precision State and Filter Welghiing Matrix
Extrapolation {continued)

4, DESCRIPTION OF EQUATIONS

4.1 Precision State Extrapolation Equations

Since the perturbing acceleration is small compared with the
central force field, direct numerical integration of the basic differ-
ential equations of motion-of the spacecraft state vector is inefficient.
Instead, a technique due to Encke is utilized in which only the devia-
tions of the state from a reference conic orbit are numerically integrated
The positions and velocities along the reference conic are obtained
from the Kepler routine,

At time tO the position and velocity vectors, Iy and EU , define
an osculating conic orbit, Because of the perturbing accelerations,
the true position and velocity vectors r{t) and v(t) will deviate as
time progresses from the conic position and velocity vectors Teon (t)
and Yeon {t) which have been conically exirapolated from T and Yy
Let

8 (1)
v{t)

r(t) - r_ __(t)

o1l
v(t) - 1)

Yeon!

be the vector deviations, It can be shown that the position deviation
6 (t) satisfies the differential equation

2 H
Loty r—2 L e(qrr(t)+a(t) | - a, (t)
2 3
dt r (t)
con

with the initial conditions

ﬁ(to) =0, y(to) =0
where
(6 -2r)- ¢ 2
=—-———2—_, f(q)=q -3+3q+q )
r 3/2
l‘*‘(l-!-q)
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9.6.2_1.2 Precision State and Filter Weighting Matrix
Extrapolation (continued)

and 2y (t) is the total perturbing acceleration, The term

) _

—= | £(q) £ () +5.(t)
3

rCOIﬂ

must remain small, i, e, of the same order as ?ld(t)’ if the method
is to be efficient, As the deviation vector 5 (t) grows in magnitude,

this term will eventually increase in size., When

fo (1) > 0.0t|r ()] or fu(t)] > 0.00f¥ (1)

or when

| a(e)}>e .. o] vit) [>v . 0

a new osculating conic orbit is established based on the latest preci-
sion position and velocity vectors r(t) and v (t), the deviations 6 (1)
and Z(t) are zerped, and the numerical integration of §_(t) and p (1)}
continues, The process of establishing a new conic orbit ig called
rectification.

4,2 Explicit Férm of the Perturbing Acceleration

The perturbing acceleraticn a d(t) is the vector sum of four
separate accelerations, namely those due fo the earth's oblateness
240BL’ the gravitational attractions of the sun EdSUN(t) and moon
—a—'-dMOON{t)’ and the earth's atmospheric drag EdDRAG(t)' Thus:

t) =
24 (1) ® 830n1 ¥ 235un * 2amooN T ZdpRAG-
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9.6.1.2 Precision State and Filter Weighting Matrix
Extrapolation (continued)

4,2,1 The earth oblateness acceleration is given by the truncated
gpherical harmonic expansion involving the zonal terms J 9° J 37 J 4’

anci the sectorial term J 99"

4 .
g | < I‘E i
240BL © 75 _>_ ,Ji(—r—) Pl,, (cos ¢) 1 - Pl (cos¢) 1
T i=2
2 2
E E E E VR
A=) [ = by - = Ly e L) G
r I I r
2y 2x 10X ¥
‘i‘(-—--E_ -i-_E - Ez:' Elr)szz
r r v r
where

i. is the unit position vector in reference coordinates,

s 1,0 1, are the earth-fixed vectors (1,0,0), (0,1,0},
(0, 0,1) trangformed into reference coordinates,

Xms Vg Zg 2¥€ the components of rin earth-fixed coordin-
ates,

cos ¢ = 1.- 1.,

T'a is the mean equatorial radius of the earth,

and where

P'z(cos¢) = 3 cos ¢

Pé(cosd&) = %(15 coszrﬁ -3)
Pa(cos(ﬁ) = 13-(7 cos¢>P'3 —4P'2)
Py (cos ¢) = 3 (9 cos ¢ Py - 5P%)

are the derivatives of the Legendre polynomials,
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9.6.1.2 Precision State and Fiiter Weighting Matrix
‘ExXtrapolation (continued)

4,2.2 The gravitational accelerations due to the sun and moon on a
spacecraft in earth orbit are given by:

g F -
B4 T T f(qs)EEs"’EJ
- Tsc — ’
o _
2am = 3 f(qM)EEM+£J
Mc L

Where rpe and Tm, . are the position vectors of the sun and moon with
respect {o the earth, Tse and Ty 7€ distances of the spacecraft
from the-sun and moon (ESC = - I'pg Iyme =X rEM) and the
argurents dg and Qpy 2re computed from

- (r-2rpg)-r
S 2

Tes
. = (r-2rpp) - 2
M 2
' EM

and f{qg) and f(q,,) are calculated from the equation for the function
f given in Section 4,1,

4,2,3 Thée drag acceleration is given by:

‘ | CpA
24DRAG ';( v Y P () Vel | Vel

where (CDA/ M) is a constant depending on the coefficient of drag,
and the cross sectional area and mass of the spacecraft, p (r) is the
density of the atmosphere at the point in question, and V.o 18 the
velocity vector of the spacecraft relative to the atmosphere and is
computed by assuming the atmosphere is rotating at the same angular

velocity as the earth, i, e,
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3.6.1.2 Precision State and Filter Weighting Matrix
Extrapolation {continued)

where v is the geocentiric velocity, i the unit vector of the earth's
north pole expressed in reference coordinates, and wp is the angular,
rotation rate of the earth, The density p is obtained from an approx-
imation to the Jacchia density model in the form of two binomial fits;
the exospheric temperature is approximated by a binomial in latitude
and local hour angle of the sun, and the density is then approxima;ced
by a binomial in the exospheric temperature and the altitude.
Specifically, Let ¢, ?"S’ h, wae the geocentric latitude, local hour
angle of the sun, altitude and exospheric temperature respectiv_ely at

the position r; and let

$1=6dp M= Mg g
h'=h-h, T'=T -T
0 o o; ey

be "adjusted" values of these parameters,
T' denote the vectors

Further, let ¢', AL, H',

1 ) BT [ 1]
¢l )«IS ht T;c
(p)? (r1g) (ht)? (T!)2
¢' = 31° 2% h = 3+ T 3
(6) (ng) (') (T:)"

whose components are the various powers of the adjusted parameters

|

Then the double binomial approximation to the atmospheric density

may be written as:

= (T")

9.
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9.6.1.2 Precision State and Filter Weighting Matr:_x
Extrapolation (continued)

where My and M_ are rectangular matrices whose elements are con-
stants, For an altitude range of 60 nautical miles, i has been found
sufficient fo have ¢! and 7&1'3 of dimension six, h! of dimention nine, and

T’ of d:.mensmn four; the matrices M and Mp are thus 6 x 6 and
4 x 9 in size,

4,3 Filter -Weighting (W) Matrix Extrapolation

The position and velocity vectors as maintained in the
spacecraft!'s computer are only estimates of the true vaiues. As
part of the navigation technique it is necessary also to maintain sta-
tistical data in the computer to aid in the processing of navigation _'
measurements. The filter weighting W-matrix is used for this pur-
pose,

If € (t) and n{t) are the errors in the estimates of the
position and velocity vectors, respectively, then the six-dimensional
error covariance matrix E6 {t) is defined by:

/[

ety e ()T () nlt

)’I‘

Eg (1) =

(W) et ) ()T

In certain applications it becomes necessary to expand the
state vector and the covariance matrix to more than six dimensions
8o as to include the estimation of various other quantities such as.
landmark locations during orbit navigation and certain ingirument
biases during co-orbiting vehicle navigation, For this purpose a nine-

dimensional covariance matrix is defined as follows:
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9.6.1.2 Precision State and Filter We:x.crht:mg Matrix
Extrapolation (continuad)

cey gt
E_.(t)
B, (t) = 6 n(t) gt
cw)t g gpT

where the components of the three-dimensional vector B are the errors
in the estimates of three variables which are estimated in addition to
the components of the spacecraft state vector., (In some navigation
procedures, only one or two additional quantities are estimated).

Finally if the position and velocities of two separate space-
craftare to be maintained simultaneously as well as the additional
estimated quantities §, then a fifteen dimensional covariance matrix

E15 {t) is defined;

A
n

—
o
S
|

1
|
1
1
1
1

- ——— o

_in
15

the navigation procedure, it is more convenient to use a matrix Wn (t)

Rather than use one of the covariance mairices Eﬁ, Eg, or B

having the same dimension n as the covariance matrix En(t) and
defined by

T
E_ (1) = W_(£)W_(6)",

W (1) is called the filier weighting matrix, and is (in a certain sense)

the square root of the covariance matrix,
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9.6.1.2 Precision State and Filter Weighting Matrix
Extrapolation (continued)

Extrapolation of the six and nine-dimensional W matrices is

made by direct numerical integration of the basic differential equa-

tions

o I
a 3
L owg(t) = W ()
at

G{(t) O

o i, O
——d—Wg(t)= G(t) O O |Wy(t)
at

O O O

where I is the 3 x 3 identity matrix and G (t) is the 3 x 3 gravity
gradient matrix

G(t) = 3r(t) 2(6)" - r? (1) I,

r°(t)

H the W matrix is partitioned as

Yo W Y
Wo =Wy Wy, W17
Fig Wy --r Wae

where the ‘\y_i are three dimensional column vectors, then the bagic
differential equations may be written:
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9.6.1.2 Precision State and Filter Weighting Matrix
Extrapolation -(continued)

d _

il LA I A

dw () =G w.t) Si=o0,1 8
S w (£ 0 1=, .
d ]
—= W, (t) = 0

dt —i+18 -

Hence, the exirapolation of the W9 matrix may be accomplished by

successively integrating the second order vector differéntial egua-
tions

d2
—__W_i(t)zG(t) ‘y_i(t) i=0: 1: vees B,
dtz

or equivalently

2 1 .
. w {t) = '® {3 r(t) - \gi(t);l_r_(t) - % (1) \gi‘(t_)f

at? ) r? ()

i=0, ]-.r ,,.,8

and utilizing the identities:

weio (1) = (1)

dt
i=0,1, .
wy +18(t) = constant

The derivatives Ed‘: W, (ty i=0,1, ..., 8 are a by-product of the

numerical integration of the second order equations.

Similarly, the extrapolation of the WG matrix involves the
same equations with the index i running only up to five {(1=0,1, ...,

5), while the extrapolation of the W15 matrix is merely the separate
extrapolation of independent WG and W9 matrices,
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9.6.1.2 Precision State and Filter Weighting Matrix
Extrapolation (continued) .

4,4 Numerical Integration Method

The extrapolation of inertial state vectors and filter weight-
ing matrices requires the numerical solution of two second-order

vector differential equations, which are special cases of the general

form
d2
— y(t) = £{t, y (1}, z(t)})
at?
where
_d
Z = ——¥.
=g 2

Nystrom's standard fourth-order method is utilized to numerically

solve this equation, The algorithm for this method is:

1 2
Intl T I T2y A F =K kK + kg (AL)

i
~ 1
2 En+g(5 +2E +21_§_3+1_{4) At
k = f—(tn’ Ly En)
1 1 ] 2 1
ke = It +=A4t y +-z At +=k (At)7, z, =k At)
2 2 3 2
1 1 1 2 1
_133 cf_(tn"'_At»Xn'*'__Z_nAt'*'“E]_(At):.z_n'*"'lizm:)
2 2 8 2
k =1 (t +At +2 At+lk (At)2 z_ + k., At)
—4 —~'mn s ¥ T Ey 2-—3 >n o =3
where
¥, = x(t,), z, = 2(t)
and
tn+1 = tn-!-At
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9.6.1.2 Precision State and Filter Weighting Matrix
Extrapolation (continued}.

As can be seen, the method requires four evaluations of ‘
£{t, y, z ) per integration step At as does the classical fourth-order
Runge-Kutta method when it is extended to second-order equations.
However, if f is independent of z, then Nystrom's method above only
requires three evaluations per step since k, = 52. (Runge-Kutta's

=3
method will still require four),

The integraticon time step Af may be varied from step to

step, The nominal integration step: size is

_ 3/2, —
Atnom =K I‘c:on/ \I‘“E

with K = 0,3, The actual step size is however limited to a maximum
of

Atmax = 4000 seF:onds.
Also, in-the last step, the actual step size is taken to be the interval
between the end of the previous step and the desired integration end-
point, so that the extrapolated values of the state or W-matrix are
Immediately available, Thus the integration step-size At is given by
the formula

At = + minimum (| tF— t{, Atnom’ Atmax)
where tF is the desired integration end-point and { is the time at the
end of the previous step. The plus sign is used it forward extrapola-

tion is being performed, while the negative sign is used.in the back-
dating case,
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9.6.1.2 Precision State and Filter Weighting Matrix
Extrapolation (continued)

5, DETAILED FLOW DIAGRAMS

This section contains detailed flow diagrams of the Preci-
sion State and Filter Weighting Matrix Extrapolation Routine,
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" 9.6.1.2 Precision State and Filter Welghting Matrlx
Extrapolation (continued)

ENTER

Tyr Yoo toe tee W DiIgan Ippag

t- =1:0
é_ = (0, 0, 0)
v = (0, 0, 0)
Zeon T o
Yeon T Yo
x =0
T =0
%
o = sign (t ) .
At = cmml:lt -t] At AtmaXJ

EXIT

Figure 2a DETAILED FLOW DIAGRAM
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9.6.1.2 Precision State and Filter Weighting Matrix
Extrapolation {continued)

i
j= 1o ~ o

I® IR~
o

Yes
Compute a4 (1)
using r, l’.*
. 'UE
f=2-— | f(g)r{t)+alt) +Ed(t)'
= 3 = o
r (t)
con -

If fSM = 0, omit

FInRAG = 0, omit

2asm’
24DRAG

Figure 2b DETAILED FLOW DIAGRAM
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9.6.;!..2 Precision State and Welghtiug matrix
Extrapolation (continued)

Yes
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Figure 2¢ DETAILED FLOW DIAGRAM
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9.6.1.2 Precision State and Filter We1ghting Matrix
Extrapolatlon (continued)

§ = 6+[v+ (k +k2

+53}At:| At

1
v=v+—(k t+t2k,+ 2k
TRITG AT AR s

+54) At

v

t+Atf2
T+Atf2
I Compute XaUESS

Y

Extrapolate

-
]

r "
V ~con’ zcon

=
NV \/

Figure 2d DETAILED FLOW DIAGRAM
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9.6.1.2 Precision State and Filter Weighting Matrix
Extrapolation (continued)

Yes

Figure 2¢ DETAILED FLOW DIAGRAM
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9.6.1.2 Precision State and Filter Weighting Matrix
Extrapolation (continned)

8. SUPPLEMENTARY INFORMATION

Encke's technique is a ¢lassical method in astrodynamics
and is described in all standard texts, for example Battin (19643,
The f(q) function used in Encke's technique and in the lunar-solar
perturbing acceleration computations has generélly been evaluated by
a }power series expansion; the closed lform expressicn given here was
derived by Potter, and is described in Battin (1964 ),

The oblateness acceleration in terms of a spherical.harmonie -
expansion may be calculated in a variety of ways; three different
algorithms are given in Gulick (1970). For low order expansidns,
especially those involving mostly zonal terms, the formulation pre-
gented in Section 4 is generally superior coinputation -time-wise, as
only the non-zere terms enter into the calculation, The general ex-
pression for the zonal terms is given by Battin (1954), while Zeldin
and Robertson (1970) give explicit analytic expressions for each of
the tesseral terms up through fifth order; hence additional terms -
may easily be included in the oblaieness acceleration

240BL P¥ °on-
sulting the formulations in these two references,

The lunar-solar perturbing acceleration formulation has
also been described by Battin (1964 ) and many other texts,

The drag acceleration utilizes the standard fundamental ex-
pression in terms of the CDA/M constant, the density, and the velocity
with respect to the atmosphere, The double binomial approximation
to Jacchia's densily model has been developed by the McDonnell-
Douglas Corporation {19709; the model itself is described in Jacchia
(1970), (A .new model by Jacchia is about to appear). ‘

A full discussion of the use of covariance matrices in space
navigationis given in Battin (1964}, Potter (1963) suggestedtheuseof
the W-matirixand developed several of iis properties, Ii should benoted
that strictly the gravity gradient matrix G (t) should also include the
gradient of the perturbing acceleration; however, these terms are so
small that they may be neglected for our purposes, The use of only
the conic gravity gradient, however, does not imply the W-matrix is

being extrapolated conically. (Conic extrapolation of the W-matrix
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9.6.1,2 Precision State and Filter Weighting Matrix
Extrapolation (continued)

can be performed by premultiplying the W-matrix by the conic state
transition matrix, which can be expressed in closed form }. Rather
the W-matrix is here extrapolated along the precision ( periurbed )
trajectory, as can be Been from the detailed flow diagram of Section
5.

The Nystrom numerical integration technique was first con-
ceived by Nystrom {1925), and.is described in all standard texts on
the numerical integration of ordinary differential equations, such as
Henrici (1962), Parametric studies carried out by Robertson {1970)
on the general fourth-order Runge-Kutta and Nystrom mtegratlon
techniques indicate that the 'classic'' techniques are the best overall
techniques for a variety of earth orbiting trajectories in the sense of
minimizing the terminal position error for a1l the trajectories,
although for any one trajectory a special technique can generally be
found which decreases the position error after ten steps by one or
two orders of magnitude for only that trajectory, The classical
fourth-order Runge-Kutta and Nystrom techniques are approximately
equally accurate, but the latter possesses the computational advant-
age of requiring one less perturbing acceleration evaluation per step
when the perturbing acceleration is independent of the velocity, This
fact has been taken into account in the detailed flow diagram of Section
5, in that the extra evaluation is performed only when atmospheric
drag is included, Some past Apolio experience has suggested that
exira evaluation effect with drag is so small as to be negligible;
further analysis will confirm or deny this for the Space Shuttle, In
regard to step-size, the constants and the functional form of the
nominal and maximum time-step expressions have been determined
by Marscher (1965),
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9.6.1.2 Precision State and Filter Weighting Matrix

Extrapolation (continued)
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9.7 ORBITAL POWERED FLIGHT

The following GN&C software functions are envisioned for the orbital

phase:

Guidance Functions

1. Perform orbit modifications targeting, or accept ground/
base targeting selutions as initialization.

2. Compute and command initial thrusting attitude. -
3. Command orbiter maneuvering engine on.

4, Compute velocity to be gained vector (Sefore and during
burn).

3. Provide orbit maneuver steering commands to autopilot.
6. Compute time-to-cut-off and issue engine off commands.
7. Provide commands to null residual velocities.

Navigation Functions

1. Specific Force Integration - Advance the inertial state
utilizing accelerometer measurement of thrust and
aerodynamic forces.

2. Update inertial state from other navigation sensor data
if available, An example is radar altimeter data.

3. Provide coordinate transformations for state vectors
as required.

4. Compare state with that calculated by other vehicle
during launch for use in decision making and possible
updating.

Control Functions

1. Perform vehicle stabilization and control during TVC by
engine gimbal commands.

2. Provide vehicle roll stabilization during single-engine
burns using RCS.

3. Perform attitude-hold RCS AV maneuvers.

4, Perform steered-attitude RCS AV maneuvers for docking
if required.
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9.7.1

9.7.2

9.7.3
9.7.4

5. Do cg/trim estimation during TVC burns

6. Make high~frequency steering estimates between guidance
samples for docking if required.

7. Perform adaptive-loop gain calculation if required.

Targeting (TBD)

Navigation (same as Rapid Real-Time State Advancement
During Specific Force Sensing)

Guidance (TBD)

Attitude Control (TBD)
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9.8 'RENDEZVOUS MISSION PHASE

The rendezvous mission phase begins at the completion of orbit
insertion with the computation of the rendezvous plan. During this
coasting period of time, the mission plamning software will utilize
the rendezvous targeting routines to insure that the insertion cut-off
conditions (i.e., cut-off state vector) are within the rendezvous
corridor defined by pre-mission and crew option inputs. When a l
satisfactory plan is established, the various tasks of the rendezvous
will be assigned a preliminary schedule. The implementation of this plan

will represent the remainder of the rendezvous mission phase.
The SW functions required in this mission phase are the following:

1. Estimate relative state of target vehicle based on
- external measurements (if available).

2. Estimate absolute states of both shuttle and-targgt'
vehicle. '

3. Target the rendezvous AV's required, their directdion,
and the time's of ignition.

4. Execute rendezvous maneuvers by commanding engine's
on, providing attitude commands during the maneuvers,
and commanding engines off.

5. Powered flight navigation.

6. Provide RCS engine commands to achieve commanded attitude
during AV maneuvers and during coast periods (digital
autopilet).

7. Provide data for failure analysis.

8. Provide data for crew display.

The guidance and navigation software during the burns will be the same
as described in Orbital Powered Flight. The estimates of absolute states

will be performed as described in Orbital Coast.
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9.8.1 Rendezvous Targeting

1. INTRODUCTION

The rendezvous of the Shuttle with the Space Statlon is ac-
complished by maneuvering the Shuttle into a trajectory whlch inter-
cepts the Space Station orbit at a time which results in the rendezvous
of the two vehicles. The Shuttle maneuvers by intermittent thrusting
of its rocket engines. Rendezvous targeting is concerned wrth select-
ing the number of maneuvers and their spacing, magnitudes and direct-
ions. These maneuvers and the resulting trajectory configuration
must satisfy lighting, communication and navigation constraints and
have a terminal configuration conducive to astronaut monitoring and
backup maneuver procedures. In addition, the rendezvous should
not use excessive amounts \of fuel,

1.1 Possible Maneuver Sequences

During the Gemiei and Apollo flights and in the deeign of the
Skylab rendezvous trajectories various numbers of maneuvers were
involved in making the rendezvous. The range went from two (Apollo
14) to six (Skyleb) Rendezvous targeting is primarily concerneel with
the targeting of the maneuveérs which proceed the two terminal maneuvers,
which are targeted separately. The number of pretermlnal maneuvers
involved in a rendezvous presents one way of categorizing the rendezvous
scheme. TFor instance, one possible rendezvous nomenclature is

Preterminal Rendezvous Sequences

ZMS - Zero maneuver sequence

SMS - Single maneuver sequence ]

DMS - Double maneuver sequence (eg, Apollo: CSL, .CDH)

TMS - Triple (Three) maneuver seguence

FMS - Four maneuver sequence (eg, Skylab; NC1, weca,

NCC, NSR)

It would be premature to select one of the above sequences
as-involving an optimum humber of maneuvers for the Shuttle rendezvous )
at this time as the desired targeting constraints (which are a funétion
of the constraints mentioned above} have not ‘yet been formulated,
This report, therefore, will emphasize certain basic maneuvers to be
used as building blocks for the Shuttle rendezvous scheme employing -
N maneuvers. ‘
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9.8.1 Rendezvous Targeting (contir_:m;ad)

Asg each maneuver has its own targeting program, the ahove
nomenclature can be applied to all of the above preterminal maneuvers,
For instance, if the first maneuver performed is a four maneuver
sequence (FMS), it will be chronologically followed by a TMS, DMS
and a SMS. The next maneuver will then be the first maneuver of the

terminal phase of the rendezvous.

1.2 Number of Targeting Constrainis Involved in the Preterminal

Phase of Rendezvous

The number of constraints involved in the preterminal
rendezvous sequences equals the number of degrees of freedom
implicitly contained in the sequence. To establish this number, a
rendezvous configuration can be constructed by imposing arbitrary
constraints until the configuration is uniguely defined. A four maneuver

coplanar sequence is shown in Fig.1l , followed by a coast to a

terminal point. Using the constraints v; {velocity magnitude), r; and

6. it is easy to establish that the total number involved is 12, assuming

the time of the first maneuver has been established. Removing one

maneuver will reduce the number of degrees of freedom by three.
Hence, the number of constraints necessary to uniquely determine

the maneuver sequences are

ZMS - 3
SMS - 3
DMS - 6
TMS - 9
FMS - 12

1f the above rendezvous are not coplanar rendezvous, one additional
constraint has to be added to each sequence to allow for the out-oi-

plane component.

If the desired number of targeting constraints falls short of
the number of constraints required for a particular rendezvous sequence
then the rendezvous trajectory is not uniquely defined and it-cannot be
determined, The deficiency in constraints can be eliminated by intro-
ducing sufficient variables to complete the determination of the rendez-
vous trajectory and then determining values for these variables by
optimizing the fuel used by varying the variables. This procedure,
although not used on previous missions, might be desirable for the
Shuttle,
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9.8.1 Rendezvous Targeting {continued)

Termiral
Point

Maneuver Points

Figure 1 A Possible Set of Constraints Involved in a FMS Rendezvous
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9.8.1 Rendezvous Targeting (continued)

i.3 Bagic Preterminal Maneuvers

Each maneuver in the above sequences can have associated
with it targeting constraints governing the maneuver itself, the duration
of the coast phase fo]l;)wing the maneuver and trajectory constraints
defined either with respect to the active vehicle or relative to the
passive vehicle, The possible constraints are multifarious. However,
Apollo and Skylab utilized three basic maneuvers, each with a set of
unique constraints,

NP - Nominal phase maneuver

NH - Nominal height maneuver

NC- - Nominal coelliptic maneuver
NL - Nominal Lamber Maneuver

In addition, many other types of maneuvers could be defined,

depending on the targeting constraints imposed.

1,3.1. Nominal Phasing Maneuver

The nominal phase maneuver is a horizontal maneuver which
adjusts the active vehicle's orbit to Satisfy a terminal constraint on
phasing. This phasing constraint is generally imposed at the TPI
point (see below), using the desired relative geometry between the
two vehicles. Also assoicated with this maneuver is a constraint
on the elasped time before the next maneuver. In the Apollo concentric
flight plan NP was the first maneuver in the rendezvous sequence
and was referred to as the CSI maneuver, In the Skylab NC1 and NC2
programs it was also the first maneuver and was referred to as the
NC1 and NC2 maneuvers, respectively.

1.3.2. Nommal Height Maneuver

The nominal height maneuver is a horizontal maneuver
whose purpose is to achieve a specified differential altitude with the
passive vehicle orbit at the time of the follewing maneuver, which
also has a constraint imposed on its timing. Generally, the latter
constraint consists of the fraction of a revolution which elapses
between the two maneuvers, The NC2 and NCC maneuvers during the

9.8-6



9.8.1 Rendezvous Targeting {continued)

Skylab NC1 prograrﬁ were height maneuvers and the NCC maneuver was
a height maneuver during the NC? program,

1.3.3. Nominal Coelliptic Maneuver

The coelliptic maneuver computes a post maneuver velocity
which results in coelliptic (concentric) orbits, whereby the two orbits
maintain an approximately constant, radial Separation distance. This
maneuver generally preceeds the TPI maneuver.  In Apollo and
Skylab, CDH and NSR were the coelliptic maneuvers, respectively.

1.3.4, Nominal Lambert Maneuver

The Lambert maneuver computes a maneuver based on
computing a trajectory between two position vectors with a constraint

on the traverse time. In Apollo and Skylab, TPI and NCC were Lambert
maneuvers,

i.4 Terminal Maneuvers

The terminal phase of the rendezvous includes three maneuvers:

TPI - Terminal phase initiation
TPM - Terminal phase midcourse
TPF = Terminal phase final

These maneuvers result in the rendezvous of the active vehicle with
the passive vehicle. TPF.will be covered by documentation to be
submitted at a latter date and is not herein considered,.

1.4.1 Terminal Phase Initiation Maneuver

The time of this maneuver is determined either by‘assuming ]
a time or by specifying an elevation angle. This angle allows the
maneuver time to be determined in an iterative search for the vehicle's
relative positions which satisfies the elevation angle constraint,

The TPI maneuver determines a trajectory which results
in a rendezvous with the passive vehicle. This maneuver is determined
with a precision Lambert routine.

1.4.2 Terminal Phase Midcourse Maneuver

This program computes a niidcourse maneuver to insure that
the active vehicle will intercept the passive vehicle at the time egtab~
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9.8.1 Rendezvous Targeting.(continued)

Jished in the TP program. The prems:.on Lambert routine is used
in this program as inthe TPI program.

1.5 Additional Maneuvers and Programs

This section contains a discussion of the plane changé (PC)
maneuver and the phase match (PM) program.

1.5.1. Plane Change Maneuver

The purpose of the plane change maneuver is to make the
active and passive vehicle orbits coplanar. This maneuver is made
by the active vehicle following a 90 degree central angle traverse
from the previous maneuver, which must result in the active vehicle's
velocity vector being coplanar with the orbital plane of the passive vehicle
This produces a nodal point 90 degrees from the maneuver.

1.5.2. Phase Maich Program

The correct rendezvous configuration would be derived ir
the targeting programs used precision extrapolation programs,
exclusively. However, as the targeting programs generally employ
iterative searches, the use of precision extrapolation routines will
generally be rather costly from the time standpoint.. For coplanar
problems, the "phase matcH' technique allows the use of conic extrapola-
tion routines without significantly degrading the accuracy of the calcula-
tion . This technique results in updating both vehicle's states over
the same sector of the earth's surface during the targeting program.
As the vehicles are in approximately the same orbits, the effects
of the oblate earth will be the same in each orbit, resulting in an
approximately unperturbed relative motion.

1,6 Organization

The remainder of this document is divided into two main
sections, 1)} an individual description of each of the above maneuvers
and 2) an assembly of some of these maneuvers into a four maneuver
preterminal rendezvous requence. In addition there is a section contain-
ing some basic subroutines used in several of the programs.
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9.8.1 Rendezvous' Targeting(continued)

1.7 Nomenclature

The nomenclature below is a listing of the major symbols
used in this report. It is not a complete listing due to the large
number of basically ind=pendent programs contained in thig réport.

c Iteration counter {used in Newton Raphson iterative loop)
DELH Delta altitude as defined in TPI program

dv Maneuver magnitude

e, ¢;, E ' Elevation angle (different sy}nbols apply in different programs)
h Height

n Number of revolutions between maneuvers

P Partial (used in Newton Raphson iteration loop)

r Position

RNGE Distance along orbit as defined in TPI program

s Switch

£ Time

v Velocity

X Y, Z Cartesian axes

€ Iterative cutoff limit on the dependent variable,

T Orbital period

Subscripts

A Active

D -Desired

F Final

H Height ' maneuver

P Passive, phasing maneuaver

The [unction SIGN (%) (in the TPI program this function is SGN)
equals 1 if ¥ is zero or a positive number; otherwise equals -1.
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9.8.1 Rendezyous Targeting(continued)

2. MANEUVER PROGRAM DESCRIPTIONS

The descriptions of the maneuver program are divided into

five sections each
1) Program objectives and general comments
2} Proéra.m input - ou;.puts
3} Program description
4} Program functional flow chart
5) Program detailed flow chart

The program descriptions contain equations only when they are of
special significance. .In general, few equations are listed as the maneu-
ver programs mostly contain statements pertaining to state vector ex-
trapolations or trivial equations.

The functional flow charts seek to describe with words exactly
what the detailed flow charts describe with mathematical symbols.
The two flow charts are, thus, both self sufficient (on their respective

levels) and self explanatory.

2.1 Phase Maneuver Program {NF)

2.1.1. NP Program Objectives

The main 6bjective of the Phase Maneuver NP Program is
to compute a maneuver which will satsify a terminal phasing congtraint.
This constraint is generally imposed at the TPI‘ point by specifying the
desired relative geometry of the two vehicles. The geomeiry is
usually defined in terms of the elevation angle (see Fig. 2) and
a delta altitfude between the passive orbit and the active vehicle at
the TPItime. In addition, this maneuver must satisfy the constraints

1, AEp horizontal

2. Next maneuver cccurs after transfer time nr, wheren
is specified and T is the post NP orbital period.

Additional maneuvers, which can be independently calculated, can be
inserted between the NP and TPI maneuvers.
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9.8.1 Rendezvous Targeting(continued)

UH = Unit Horizontal
T In Forward
Direction for
Active Vehicle

Position Vector of Active Vehicle

1)  If the LOS Projection on UH is Positive:
a) When the LOS is above the Horizontal Plane
) 0_< e < wf2
b) When the LOS is below the Horizontal Plane
3rf2< e, <2r

2) . If the LOS Projection on UH is Negative
a) When the LOS is above the Horizontal Plane
/2 < e <7
b) When the LOS is below the Horizontal Plane
T <e < 3wf2

Figure 2 Definition of Elevation Angle, ep
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9.8.1 Rendezvous Targeting (con;:inued)"

The calculation of the NP maneuver involves a Newton Raphson
interation scheme to determine the magnitude of the maneuver, using
a phasing error as the .dependent variable, A functional flow chart

of the NP maneuver is contained in Fig , 2.1, 4,

2.1.2 NP Program Input-Quiput

The required- inputs to the Phase Maneuver Program are

Tar Ypr Tpr Vp Active and-passive state vectors
at time of NP maneuver

n Number of revolutions before next
" maneuver :
ah Desired relative altitude at TPI
(positive if ‘passive above active) -
e - Elevation angle (see Fig. 2)
v Initial guess of NP maneuver magnitide
.

TPI Time of the TPI maneuvier‘

The outputs to this program are
AF—P_
1 Time of next maneuver

NP maneuver Av

2.1.3. NP Program Description

A detailed flow chart of the program is shown in Fig. 2.1.5.

The progra:n;n starts with an update of the‘ passive state to
the TPI time, The QRDTPI routine is then used to obtain the active
vehicle's position vector r AD at the TPI time. Thi_s vector defines
the desired TPI phasing.

After adding the guess of the NP maneuver to the active’
vehicle's velocity vector, the REVUP subroutine is used to obtain
the active state at the next maneuver point. This state can then be
updated through additional maneuvérs as required, so long as the
maneuvers are self contained, until the TPI'time is-reached, An
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9,8.Z_L Rendezvous Targeting (continued)

Phase Maneuver

Inputs: Acdtive .and passive state vectors, -
numbez: of revolutions, terminal
geometry constraints, initial guess
of maneuver ragnitude

;

Use terminal geometry constraints to

determine terminal phasing constraint . -

Add maneuver magnitude in horizontal direction

to velocily vector of ‘acitive vehicle
; Iy -

" Update active vehicle state through specified

number: of revolutions ;

— T TERLons : i
¥ )

Add additional maneuvers as required, updating

to terminal point.

Compute terminal phasing error

mt‘MYe s _ EXIT

No

1

L 4

- Use error in Newton Raphson iteration scheme ’

to determine new maneuver magm‘.tude

. Fig. 21 4 NP Functional Flow, Chart
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9.8.1 Rendezvous Targeting(continued)

Phase Maneuver -

Inputs: £A.l _Y_AJ E‘P!'EP n, Ahl el‘ v, tTPI
* -
Update Ip, ¥ pto tppy using Conic Ext rapolation Routine
. ¥ —
Use 1p, Yp» Ah, €, 5=1 in QRDTPI Subroutine (Sec. 3.6.9)

to obtain r AD

T
c = 0 N _
u = UNIT [(_I;AX VA X EA_

¥
+ YA T YptV U
] )

. Update r A YAF through n revolutions using REVUP
Subroutine (Sec. 3.6.1 ), obtsining T, o ¥ag t

!

Update r IO AS, through additional maneuvers

!

as fedquired

ep*= SIGN[(-ILAS X EAD) (EP x Y.P)] cos‘1 (_I_-_AS . EAD/rAS'rAD)

.
I

eP<7e Yes Aip =vu EXIT
No

Update ¢, v using ep in ITER Subroutine {Sec, 3.6.7)

Fig. 2.1.5 NP Detailed Flow Chart
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9.8.1 Rendezvous Targeting (continued)

[

angular phasing error is then defined as

: -1
¢ = SIGN [{EAS XIap)® TpX EP’] ¢0s " {Lag Eap/Tas Tap)

where rag is the active vehicle's position &t the TFI time. This error
is then used in the ITER subroutine to vary the phasing maneuver until
the phasing constraint isg satisfied.

2,2 Height Maneuver Program (NH)

2.2,1 NH Program Objectives

The objective of the height maneuver NH program is to
compute a maneuver which satisfies the following constraints

1. AEH horlzontal‘

2. Next maneuver -occurs aftertransfer time nr, where'
n is specified and v is the post NH orbital pericd,

3. Attitude between passive orbit and active vehicle is
specified,

Generally, the third constraint is assumed fo occur at the maneuver
following the NH maneuver, However, a self contained maneuver
and coast pl}ase can be inserted -into this.calculation such that the

third constraint applies at the second maneuver point following the
NH maneuver.

The calculation of the NH maneuver involves a Newton
Raphson iteration scheme to determine the magnitude of the maneuver,
using an error in altitude as thedependent variablé. A functional
flow chart of the NH maneuver is contait}ed in Fig. 2.2,4,

2.2,2 NH Program Inpilt-Outpilt‘

The required inputs to the Height Maneuver Program are

r A" Yar TP Yp Active and passive state vectors at
T - time of NH maneuver

n Number of revolutions before mext
maneuver
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9.8.1 Rendezvous Targeting (continued)

Height Maneuver Program

Inputs: .Active and passive state, number of revolutions,

delta altitude, initial guess of maneuver magnitude

!

~ Add maneuver magnltude in horizontal direction to velocity
vector of active vehicle

!

Update active vehicle state through spec:.f:.ed number of

!

Update passive state vector to be radially above

revolutions

active vehicle

L Compute altitude error using desired delta altitude

Altitude error ¢ ¢ Yes FXaT

No

Use error in Newton Raphson iteration scheme to determine

new maneuver magnitude

Fig. 2.2.4 NH Functional Flow Chart
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9.8.1 Rendezvous Targeting(continued)

Ah Delta Altitude
v Initial guess of NH maneuver magnitude

The outputs to this program are

. QXH NH maneuver Ai
t Time of the next maneuver
Tas Yag Active state at the next maneuver point

2,2.3 NH Program Description

AIdetailed flow chart of the program is shown in Fig. 2.2.5.

The program starts with the addition of the guess of ﬂ{e NH
maneuver to the active vehicle velocity vector. The active state is
then updated through n revolutions using the REVUP subroutine,
Following the updating of the passive state to be radially above the
active position vector using the RADUP subroutine, the height error
is computed to be
-r -‘Ah

€ % Tpg~Tag

representing the error in attaining the desired altitude difference.

This error is driven smaller than € using the Newton Raphson iteration
scheme contained in the ITER subroutine by varying the magnitude of
the NH maneuver.

2.3 Coelliptic Maneuver Program (NC)

2.3.1. NC Program Objectives

The objective of the coelliptic maneuver NC program is to
compute a maneuver which will result in the passive and active
orbits being coelliptic following the maneuver. Coelliptic orbits
have an approximately constant radial separation distance.

Fig. 2.3.4 is a functional flow chart of the NC Program.
The post maneuver velocity, which determines‘the active orbit, is

a function of the passive state radially above the active vehicle at
the NC timeé.
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2.8.1 Rendezvous Targeting(eontinued)

Height Maneuver Program

Inputs: I_Al XAJ £P EP; 1, Ah;.v; c=0
1

u= UNIT E(-I-':A X \_rA)_x ;A]
'
7 Yap ~ ¥atva

}
VAF through n revolutions using REVUP

1c>1:>'l:aim‘.ng Tag Yag t
Update r B ¥p to be radially above r AS using RADUP

Subroutine (Sec. 3,6.3 ), obtaining rpq

Update r A

Subroutine {(Sec. 3.6.1 },

e = rPS - rAS ~Ah

|

ee Yes AXH‘—'VE ~ EXIT

No

L Update ¢, v using e in ITER Subroutine "(Sec. 3. 6 7))

L

¥ig. 2.2.5 NH Detailed Flow Chart
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9.8.1 Rendezvous Targeting (continued)

Coelliptic Maneuver

Inputs: Active and Passive state vectors [

'

Update passivé vehicle state to be radially above active

vehicle state

Compute post maneuver coelliptic velocity vector

e

Compute coelliptic maneuvér— l

EXIT

Fig. 2.3.4 NC Funétional Flow Chart
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9.8.1 Rendezvous Targeting (continued)

2.3.2 NC Program Input-QOutput

The required inputs to the Coelliptic Maneuver Program are

Tar Yar Tp Vp Active and passive state vectors at

time of NC maneuver
The cutputs to this program are
AEC MC maneuver AV

2.3.3 NC Program Description

A detailed flow chart of the program is shown in Fig. 2,3.5

The program starts with an update of the passive state to
a point radially above the active position vector using the RADUP
subroutine. Afier obtain the altitude difference between the two
position ve ctors, the COE subroutine is used to obtain the post maneuver
velocity vector of the active vehicle. This is then used to obtain the

NC maneuver.

2.4 Lambert Maneuver Program (NL)}

2.4,1 WNL Program OCbjectives

The main objective of the Lambert Maneuver Program 18
to compute a maneuver that will result in a trajectory which will pass
through a specified target posttion vector at a given time. The target
- vector can be established by either a precision or conic update of the
passive vehicle., The Lambert maneuver can alsc be executed
either in an oblate or two-body gravity field. A functional flow chart
of this maneuver is shown in Fig. 2. 4. 4,

2.4.2 NL Program Inpui - Outputs

The required inputs to the Lambert Maneuver Program are;

Ipr ¥pr Ipr ¥p Action and passive state vectors at time of WL
) maneuver

Time associated with the target vector

9-5 8—20



9.8.1 Rendezvous Targeting(continued)

Coelliptic Maneuver

Ir}puts: Tar Yar EP' w_.r_P

3

Update r , v _to be radially above Ths using
RADUP“sPuhroutine‘(Sec. 3.6.3),

r
h-= P T,

Use rp, ¥p, h in COE Subroutine (Sec. 3,8.5
to obtain v AT

|

AV ™ Ypp “¥a

1

EXIT

Fig. 2.3.5 NC Detajled Flow Chart

9 - 8-21



9.8.1 Rendezvous Targeting (continued)

Lambert Maneuver

Fputs: Active and passive state vectors,

time used to establish target vector

r

Update passive vehicle through time to
establish target aim vector

Use Lambert Routine to establish the
intercept trajectory, obtaining departure .
velocity

Obtain the Lambert maneuverAz

|

Exit

Fig. 2.4.4 NL Functional (Flow Chart)
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9.8.1 Rendezvous Taxjget;ing*( continued)

The outputs to this program are:

AY:L- | NL mane'uver' Az

2.4.3 NL Program Description

A detailed flow chart of the program is shown in Fig. 2, 4,5,

The program starts with an update of the passive state to
the target time to establish the target vector. This vector is then
used in a Lambert routine to obtain the post NL maneuver velocity,
which determines the NL maneuver.

2,5 Terminal Phase Initiation Program, (TPI)

2.5.1 TPI Program Objectives

The objective of the Terminal Phase Initiation { TPI) pro-
gram is to compute the TPI maneuver and the associated target vector
reqmred to initiate the terminal phase of the rendezvous segquence,

The functmnal flow is illustrated in Fig, 2,.5,4.

The position of the TPI maneuver is determined by specify-
) J.ng either the time of the maneuver or thé elevation angle which
specifies the relative geometry of the vehicles at the TPI point, If
the elevation angle is specified an iterative procedure is initiated to
find the TPI time at which this desired angle is attained,

The TPI maneuver can satisfy either of two objectives. It
can place the active vehicle.on anintercept trajectory with the pas-
sive vehicle or it can cause the active vehicle to pass through a
target vector which has a particular relative geometry with respect
to the passive vehicle at the intercept time,

If a coplanar intercept.is desired, i.e. the active and pas -
sive vehicles orbital planes aligned after TPI and before the final
intercept of the target vectér, the computed TPI maneuver is modified
by nulling the active vehicle's out-of ~plane velocity relative to the
passive vehicle's orbital plane, This causes. the orbital planes to
inteérsect ninety degrees from the active vehicle TPI position vector,
At the time corresponding to this nodal crossing a mid-course cor-
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9.8.1 Rendezvous Targeting(continued)

Lambert Maneuver

Inputs: r,, v,, I'p, Voo t

Update I'p- ¥p through time t, obtaining Ipr

Call Lambert Routine with Lps Ipps t, Obtaining VAR

AEL =

Tap ~ Y¥a o

Fig. 2.4.5 NL Detailed Flow Chart
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9.8.1 Rendezvous Targeting {continued)

rection is performed which aligna the two orbital planes, The tra-

jectories then remain coplanar throughout the rest of the terminal
phase,

The differences between this TPI- ‘program and that used in
Apollo are: target offsets are used automatically in computing the
TPI maneuver to account for oblateness affecis; all updates are done
with precision extrapolations; modification of the T'PI target vector

using range and altitude offsets; and the addition of a coplanar inter-
cept moede,

2.5,2 TPI Program Inpui-Outputs

The required inputs to the TPI program are:

AT Yar - Active vehicle state vector

Tpy Ypr - Passive vehic.l‘e‘stéite \{ector

tTPI - TPI ignition time

E - Elevation angle of passive vehicle from the

active vehicle at TEI

wt - Centrgl angle of travel of the passive vehicle,
from its TPi position to its final position (TPF}
yielding the TPI target vector, Also deter-
mines the transfer time, t

F-

RNGE - Distance along the passive vehicle orbit from
its position at TPF which defines a new target
vector,

DELH - Altitude above or below the passive vehicle

orbit, measured along the target vector at
TPF, which defines a new target vector

CrI - Flag which determines if the coplanar inter-
cept mode is to be used from TPI to TPF
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9.8.1 Rendezvous Targeting{continued)

The outputs from this program are:

AETPI - TPI deltav in Inertial Reference Coordinates

AVppp (LV) - TPI deltav in active vehicle local vertical
coordinates

AiTPI (1.OS) - TPI deltav in active vehicle line-of-gight co-
ordinates

o - Target vector used in the powered flight

routine for the TPI maneuver

2.5,3 TPI Program Description

The TPI program ig entered during the rendezvous targeting
sequence when the terminal phase of the rendezvous is to be initiated.

The on-board estimated states of the active and passive
vehicles are precision updated to the input TPI time, If the elevation
angle has been input as zero, the TPI maneuver is executed at this

time,

If, however, the elevation angle, E, at TPI is specified, an
iterative procedure is initiated to find the TPI time at which this E
occurs. This procedure uses the input TPI time as the initial guess,
The input TPI time is changed by a time correction 6t which is based
on: (1) the angular distance between the passive vehicle position and
the desired position of the passive vehicle obtained by agsuming the
target vehicle is in a circular orbit and (2) assuming the vehicles
are moving at a constant angular rate, The following equation for st

18 used:

. -1
6t=a—-1r+SGN.(I‘P— a7 -cos T {ry cosE/r;)7]

NA-UP

where
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9.8.1 Rendezvous Targeting (continued)

a=E +SGN[(£A-X;'_P) . 1_1:|cos'1 (-I-'-A . EP/ Ta rP)

and wa, © pare the angular velocities of the active and passive vehicles

respecgtively,

The iteration is successaful when-the computed elevation
angle E , is sufficiently close to the desired elevation angle E,

To help insure convergence, the following steps are taken:

a, The step size 6t is restricted to 250 secs,

b, If the solution has been pagsed (6FE 6E, <0), the step
gize is halved and forced in the opposite direction.of
the last step,

c. If the iteration is converging ( |5E0[ -16E] <0), the
" sign of st is maintained,

d, If the iteration is proceeding in the wrong direction,

the step direction is reversed,

The iteration is terminated for any of the following reasons:.

1, The-iteration counter has exceeded its maximum
value of 15,

2. The line-of -sight emanating from the active vehicle
does not intersect the circular orbit with radius equal
to that of the target vehicle,

3. The elevation angle is inconsistent with the relative
altitudes of the two vehicles (e, g., if the elevation
angle is less than 180° when the active vehicle is
above the target vehicle),

Upon convergence, the state vectors are precision updated
to the TPI time, )

The transfer time tp is then computed using wt in the Conic
Extrapolation Routine ( Time-Theta option} and the passive vehicle
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9.8.1 Rendezvous Targeting ('continue&)

state vector is preciéion updated. thréugh this time yielding the %arget
vector for the TPI maneuver, If an offset range, RNGE (see following
diagram) is input, the passive vehicle-gtate at tTPF { tTPF = tTPI
+ t_F) is precision updated through an additional At to yield an offset
target vector, The time increment At is given by the equation "

at= _RNGE
(rPT wpp )

which assumes the passive vehicle is moving at a constant angular

rate,

"This modified target vector leads or trails the passive vehicle
position at the intercept time and is in the same orbit as the passive

vehicle,

(+RNGE)

If an altitude differential between the passive vehicle orbit and the
target vector altitude is input, DELH, the target vector magnitude is
increased or decreased accordingly,
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9.8.1 Rendezvous Targeting (continued). -

The precision target vector thus determined, whether it be
the passive vehicle posﬂ:mn at tTPF or z target offset from the pas-
- sive veluc:le position at t’I‘P B is used in the Precmmn Lambert
Routine to obtain the TPI maneuver, This routme uses the offset
aimpoint technique to compensate for the earth's oblateness efiects,

" The coplanar intercept flag indicates if the TPI maneuver jusi
computed and its assoc1ated almpomt vector are to be modlf:I.Ed or not,
If the flag is set, the maneuver is modified in the followmg way: the
computed TPI deltav is expressed in a frame (J_,V } where the Z
axis is in the negative direction of the active vehlcle p051t10n vector,
the Y axis is normal to the passive vehicle plane and X forms a right
handed system, The 3 components of deltav are AV, AV, AV
The active vehicle out~of —plane veloc:.ty relative to the passive veh1cle

=oer.ta.ll:)lame ¥, isthen computed The negative of this velocity over-
writes Av_, and the modified TPI velocuty vector in the (LVP) frame
becomes (Av , y, Av, ). This velocity is then expressed in the
inertial reference frame and in the active vehiele local vertical frame,

A new target vector is then computed by precisién integrating
the active vehicle state at TPI with the modified deltav added in to
the time tTPF' The time of the nodal crossing at which a midcourse
maneuver is ioc be performe_d_to make the orbits coplanar is then cal-
«culated using the-Time-Theta option of the Conic Extrapolation Routine
o1 o
with wt = 80,

- The TPI maneuver AV prthe precision target vector r
and the time of flight tf, are used in the powered flight routine which
controls the vehicle and determines thrusting attitude during the

maneuver,
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9.8.1 Rendezvous Targetings (continued)

TPY Pi-ogram

LInputs: Section 2, 5,2

v

[ Update active and passive states fo time of TPI manenver ’

s elevation angle specified

y —foy
lYes

Iterate to find TPI time and active and passive vehicle

states based on elevation angle

Establish farget vector for TPI maneuver q—J

Is offset distance specified

* Yes

Compute new target vector for TPI maneuver

'

Compute TPl maneuver to intercept target vector

No

Coplanar intercept desired

; Yes

Compute coplanar maneuver and new target vector

=

Figure 2.5.4 TPI Functional Flow Chart

b e e
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9.8.1 Rendezvous Targeting (continued)

TPI Prbgram

Inputs:‘EAI, Var Tpp Ypp t,. wt, FLAG =0, E, tpp;
RNGE, DELH, CF1, 6t .. =250 secs, n=0

v

Update Tap VAl and Tprs Vet to ti.me t
oﬁtaining Tpr Y andrp, vp using
Precigion Extrapolation Routine

!

a—b’ . tS =t: EAF =_I.‘.A’ EAF ?V—A" E-PF = I.--P" EPF::Y‘P

{

- LR, s
3o Bp = UNIT[wy - 6wy - zp)zy /7]

dos™ [u; - up SGN (up - uXr, )]

H
n

y

Figure 2,5,5 TPI Detailed Flow Chart
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9.8.1 Rendezvous Targeting (continued)

Yes

E =
FLAG = 2

’I
Y
7
=)
(- )< Yes - T
P TA with ALARM
n =n+l, §Ey=4E, (E-E, - E
wp =V, - UNIT (Q_X_I_'Aer
wp = Vp - UNIT[(EPXEP)XEP]/ ry
a =E+SGN[(£A>< o) - 'E:Icos‘l(;‘_A- £/ 1, Tp)

6t =

@ -7+ 8GN (rp, - 1) ) [(7 - cos ™ (r, cos B/ry)]

YA T Yp

r

Figure 2,5.5 TPI Detailed Flow Chart

9.8-32




- ‘§.8,1 RBendezvous: Targeting .(co_ntinuedJ

Yeé

i 5t=5t__ SGN(st)

!

Yes
—pr
Yes | et = -SGN (st st /2
: s e —
. 6tmax B 45)cmax/ 3
. Yes

6t = SGN (8t)) &t |[— g

1 ='t—1.‘55t(‘) . t=1+6t

sty = -6ty/2 sty = bt

L. _ - l
ivr

Update ryp, ¥4 mand rop, Vpp through time ¢ - =tS obtaining

Lps Va and rp, e usi.h:g Precision Extrapolation Routine

: ; 1
tham tF using rp, vp., wtin
( ) Conic Extrapolation Routine

v

Figure 2.5.5 TPI Detailed Flow Chart

2.8-33



3.8.1 Rendezvous Targeting (continued)

Update Tp, Vp to time t+ tF obtaining Tops Ypr

- using Precision Integration Routine

Yes

©py = Ypr * UNIT | (rpq X¥Vpp) Xrpp 1/ Tpp

t = RNGE/ (T prp 0 prp)

Update Toms Voo to time At obtaining r

Zpr IpT
uging Precision Extrapolation Routine

-DELH UMNT

Ipr)
* :

QObtain E.:k’ f2 and Vags using Tps Cpps tF, € =157,

Yor = IpT

in Precision Lambert Routine

AVeppy = ¥a ~Yar AVppp = Yaw - VpT

Sp =fps Y= -u, 2= UNIT (-r,), X = ¥ X2

Figure 2.5.5 TPI Detailed Flow Chart
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9.8.1 Rendezvous Targeting (continued)

Y

' T
AVpp (V) =[X, Y, 2 |

AVrer

v = UNIT (v, X rp)
X' - UNIT (Y X 2)
_ _T _ _
- a
A‘—?TPI(LVP) - l_}E' Y EJ AY-TPI - l_'Avx’ Avy’ AVZ_l
5? = EA . ¥_|
SVqpr(LVp) =| AV, -y, AVZJ
AVrpr SR é:l A¥rpp (LVp)
_ T
AVppp(LV) =X, ¥, Z | AVppy
Y
YA =Yt AVrpy
A

Obiain new target vector rpp using rp, Vas tpin

3

Precigion Integration Routine

Figure 2.5.5 TPI Detailed Flow Chart
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9.8.1 Rendezvous Targeting (continued)

) . s o,
Obtain tTPM using wt = 90" in

Conic Extrapolation Routine

1= 8 tppp =t H g

e
I

g = UNIT [(EX R,) Xfil]

|t
1

-IiIXR

3 —2
T
AY.TPI( LOS) = [El 13.2 Eg:l AVrpp
EXIT

Figure 2,5,5 TPI Detailed Flow Chart
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9.8.1 Rendezvous Targeting {continued)

2.6 Rendezvous Midcourse Maneuver Program (TPM)

2.6.1 TPM Program Objectives

The Rendezvous Mideourse Maneuver Program computes a
midcourse correction (TPM) which insures that the active vehicle
will intercept the desired target vector at the desired intercept time
established in the TPI program. The functional flow is illustrated in
Fip, 2.6.4

The time of the midcourse correction is chosen so that an
adequate time interval from the preceeding rendezvous maneuver
(either TPI or a m:.dcourse correction) sccurs during which rendez-
vous navigation can be performed

I the coplanar intercept mode was used at TPL then the pro-
gram is entered for the flrst midcourse correctlon at the time cor-
respondmg to the nodal ¢rossing of the active and passive vehicle orbital
planes This time is computed in the TPl program,

4

-The TPM program recomputes the target vector to achieve

ihe same objective as the TPI program attempted to satisfy, This
. objective is to either intercept the passive vehicle or achieve a de-
‘sired target position relative to the passive vehicle at the intercept

time,

2.6.2 TPM Program Input-Output

The required inputs to the Terminal Phase Midcourse pro-
gram are described below:

Tas Yp - active vehicle state vector

Ips ¥p - passive vehicle state vector
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9.8.1 Rendezvous Targeting {continued)

- i >
tTPI time of TPI
tTPM - time of the midcourse cerrection
tF . - transfer time between TPI and TP#
RNGE - distance along the passive vehicle orbit from

its position at the inftercept tlme which defines
a new target vector

DELH - altitude above or below the passive vehicle orbit,
measured along the target vector at the inter-
cept time which defines a new target vector

The outputs from this program are:

AV TPM‘ - TPM deltav in inertial rei‘:erence fra‘me

AETPM( LOS) - TPMdeltav in the line-of-sight coordinate
frame

Tpr target vector for the midcourse maneuver

2,6,3 TPM Program Description

The Terminal Phase Midcourse program is entered after
the TPI maneuver or a preceeding midcourse correction. The time
of the midcourse correction.is chosen so that an adequate time period

from the previous maneuver occurs allowing rendezvous navigation
to be performed,

If the midcourse is the first one after a TPI maneuver in which
the coplanar intercept mode was used, then the fime of the midcourse
is that which was detérmmecl in the TPIL program,

The on-board estimated states of the active and passive
vehicles are pr_ecision exirapolated to the midecourse correction time,
trpme The 'passive vehicle state is then precision updated fo the final
intercept time, tppp, yielding the target vector {or the midcourse
maneuver,,
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9.8.1 Rendezvous Targeting (continued)

It an offset range, RNGE, is input, the passive vehicle state
at the intercept time is updated through an additional At to yield an
oilset target vector. The time increment At is given by the equation

At = — BNGE

(rpp wpp)-

which assumes the passive vehicle is moving at a constant angular
rate,

This modified target vector leads or trails the paséive
vehicle position at tTPF and is in the same orbit as the passive
vehicle,

If an altitude differential between the passive vehicle orbit
and the target vector magnitude is input, DELH, the target vector
magnitude is increased or decreased accordingly.

The precision target vector thus determined is used in the
Precision Lambert Routine to obtain the midcourse correctmn mar-
euver, This routine uses the offset aimpoint technique to compensate
for the earth's oblateness effects,
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9.8.1 Rendezvous Targeting (continued)

Terminal Phase Midcourse ’rogram

Inputs: See Section 2,62

i

Update active and passive vehicle states

to input time of the midcourse maneuver

Establish the target vector for the TPM Maneuver

In offsef
distance

pecified

Yes

Yy

Compute new target vector for midcourse maneuver

et
Y

Compute midcourse maneuver to

intercept target vector

EXIT

Figure 2, 6.4 TPM Functional Flow Chart
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9.8.1 Rendezvous Targeting (continue’d)_

Terminal Phase Mideourse Program

Inputs: Tas Yas Tps Vps tTPI’ tF, _tTPM' tTPI’ RNGE, DELHJ

Update Tps Vp and Tps Vptot Tpy YSing
Precision Extrapolation Routine

!

Update EP’ Vp to tTPF obtaining Tpps Vpr
. ‘using Precision Extrapolation Routine

Yes

“pr = Ypr * UNIT[(EPT X Ypr)X EPT]/ Tpp

1Y “

At = RNGE/ (rpp wpq )

‘Update Teps Ypr to time.tTPF + At

obtaining Tpps Ypp using Premsmn Extrapolation Routine

Tom = Ipr ” DELH UNIT (

Fpr!

13

Figure 2,6,5 TPM Detailed Flow Chart
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9.8.1 Rendezvous Targeting (continued)

Obtain Yi and f, usingr,, Yoo (tTPF - tpepp)s

= 15Y in Precision Lambert Routine

'

AVTPM™Ya " Y .
=1

R 2 :
= UNIT (v X 1)

= UNIT ( - rA)

Lo

1IN

=¥xZ

l

l " I ‘—.T

| 4

BV pppg(LV) = | XYZ | AV py

B, - UNITI:(EI Xy) xglj

R, =R, xR,

;

_T
AV ppp { LOS) ‘LR _[ AV.rpuM

e ————

4

| EXIT

Figure 2,6,5 TPM Detailed Flow Chart
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9.8.1 Rendezvous Tarpeting (continued)

2.7 Plane Change Program (PC)

2.7.1 PC Program Objectives

The objective of the Plane Change Maneuver is to compute a
manetuver which will place the active vehicle into the plane of the
passive vehicle. This is accomplished by nulling the out-of-plane
velocity at a nodal point established by the previous maneuver.

Fig. 2.7.4 is functional flow chart of the PC program.

2.7.2  PC Program Input-Outputs

The required inputs to the Plane Change Program are
Tar Ypr Ip Vp Active and passive state vectors

t Time ofithe plane change maneuver

The outputs to this program are:

Av PC maneuver Av
—PC

2.7.3 PC Program Description

A detailed flow chart of this program is shown in Fig. 2.7.5.

The program starts with a precision extrapolation of the
state vectors to the time of the PC maneuver. The out-of-plane

velocity of the active vehicle is then calculated and inserted into the
PC maneuver,
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9.8.1 Rendezvous Targeting {continued)

Plane Change’

Inputs: Active dnd passive state vectors, time of
the PC maneuver

Updafe active and passive states to the

time of the PC maneuver

|

¥
Compute PC maneuver to null out-of-plane ~

PP |

velocity of the active vehicle.

|

EXIT

Fig. 2.7.4 PC Functional Flow Chart

9.8-44



Rt it = Tt - MR G O T T A Y )

Plane Change

Inputs: "I—:-A, EA: _:E' ,‘Xpa t- l

Unpdate Toar Vp and Tpr Vptot usi_n'g

Precision Extrapolations Routine

1

L

IN

= -UNIT (r

A L = UNMIT (v, xz,), X = ¥Yx 2

e

A
AV(LY) = (0, -¥, 0)

Fig. 2.7.5 PC Detailed Flow Chart
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9.8.1 Rendezvous Targeting (contint:led)

3

2.8 Phase Match Program (PM)

2.8.1 PM Program Objectives

" The objective of the Phase Match Program is to compute
a set of state vectors that are "phase matched" These vectors, in
the coplanar case, will be colinear. Hence, when entering a rendezvous
targeting program with phase matched vectors, the program will
approximately update the two state vectors over the same sector of ©
the earth"s surface.

In general, at the start of a typical targeting program, the
passive vehicle will lead the active vehicle. In this case the passive
vehicle has to be backed up using precision extrapolation to establish
the phase matched vectors. The functional and detailed flow charts
are shown for this case in Fig. 2.8.4 and 2.8. 5.

2.8,2 PM Program Inpuit-Output

The required inputs to the Phase Match Program are

Iap» Yp» Tpr Vp  Active and passive state vectors at time’
of first maneuvers to be employed in
the targeting program

The outputs to this program are
s Vo Passive state vector at phase mr;ttch
t Time associated with the new passive

state vector

2.8:;3 PM Program Description

A detziled flow chart of this program is shown in Fig. 2. 8. 5,

The program starts by computing the desired unit vector of
the passive vehicle at phase maich.

g - UNIT{[(EA X v,) X _{A_‘ X (rp X ) }
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9.8.1 Rendezvous Targeting ( continued) -

This vector is colinear with the intersection of the passive vehicle
plane and the plane perpendicular to the active plane which contains
the active vehijcle's position vector. The central angle 9 is then
computed between the passive vehicle's position vector and u,asa
positive angle when the passive vehicle leads the active vehicle.
After checking to see if this angle is sufficiently small to terminate
the iteration, the central angle is convertied into a corresponding
time At using a conic extrapolation routine., The passive state is

then precision extrapolated through At to obtain a new estimate of
the desired phase matched vector,

Phase Matceh -

r -
I_Inputs: Active and passive state vectors

\

1
Compute desired unit vector of passive vehicle at phase [

match point |

L

Compute central angle beiween passive state and
desired phase match point.

Central angle < ¢ Yes  EXIT

No

}_Convert central angle into a corresponding delta time

¥

Extrapolate the passive state through the delta time

Fig. 2. 8.4 PM Functional Flow Chart
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9.8.1 Rendezvous Targeting (continued)

Phase Maich

Inputs: x,, Yar Yoo Vpr =0 l

5‘ = EPXY-P’ t=1t+ At

i

up = UNIT{[(EAX va) Xz X u}

o =7 - SIGN [(EDX rp - E]Er - cos™} (uy: gp/rp):l ;

L

0 <e Yes EXIT

No
Y

Using r'y, ¥ps -6 inConic Extrapolation Routine, obtainat

|

Update ;s ¥p through At using Precision Extrapolation Roqtine

Fig. 2.8.5 PM Detailed Flow Chart
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9.8.1 Rendezvous Targeting {continued):

3. THE ASSEMBLY OF THE INDEPENDENT MANEUVERS
INTO ‘PRETERMINAL RENDEZVOUS PROGRAMS

_As an applica’gién of :the assembly of thé basic preterminal
maneuvers into an iptegrated rendezvous prdéram, a Four Man-
euver Sequence (FMB) will be considered. This FMS will closely
parallel the four maneuver Skylab NC1.program.” "'The EMS consists
of a phase maneuver enclosing two height maneuvers; the-latter
enclosing a coelliptic maneuver, Alsgo included 1s a phase match

operation prior to the phase maneuver.

- Following the FMS targeting and the addition of therphase
maneuver to the active \;ehicle state, the Triple Maneuver Sequence
TMS will de'fine'the targeting for the three remaining maneuvers.
This .sequence parallels‘the NC2-program in Skylab._ It consists
of a phase maneu\zer w.hi_ch encloses a heigbt maneuver; the latter

enclosihg a coelliptic maneuver. The TMS also 1s initiated va:ijch a

phase match ope_ra.tioh.

Following the TMS targeting and the addition 'of the.new phase
maneuver to the :aétive ve‘hi‘cle state, the Double-Maneuver Seguence
DMS will define-the {argeting for the iwo remaining maneuvers,

This sequence parallels the NCC program in Skylab., 1t consists of
a Lambert maneuver using an aim point.established by inserting a

coelliptic orbit at the TPI pomnt using the TPI geometry constraints,

Following the DMS fargeting and the addition of the new
Lambert maneuver to the active vehicle state, the Single Maneuver
Sequence. SMS will define the targeting for the final preterminal

maneuver. This maneuver is a coelliptic maneuver resulting in
ornits tnat are separated by an approximately constant radialdis-

tance,
The maneuver designaiions for each rendezvous sequence

are;
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9.8.1 Rendezvous Targeting (Coun't)

Sequence Maneuvers
FMS NP, NH1, NH2, NC
TMS NP, NH, -NC
DMS NL, NC
SMS NC

The FMS and TMS programs are combined into one flow chart, Fig,
is an illustration of the FMS rendezvous, :

Thig section is divided into five parts. The first section
lists the constraints which each maneuver sequence sat1sf1es The

following sections are devoted to the ind 1v1dua1 maneuver programs.

3.t Constraints Associated with the Preterminal Rendezvous

Pro grams

Sufficient constraints must be imposed on each maneuver

sequence to uniquely define the trajectory (see Sec. 1.2), iIn gen-
eral, the constraints for the N-1 maneuver sequence can he obtained
by deleting three constraints from the N maneuver sequence. The

targeting constrainfs associated with the FMS mentioned above are-

-

1. Avw horizontal

—NP
2. A-Y-NHI horizontal
3. AENH2 horizontal

4. NHI maneuver occurs after a transfer time of
n1 T, Where n, is a specified number of revolu-
tions and - 1s the period of the post NP maneuve:

orbit.

5. NH2 maneuver occurs after a transfer time of
ny T, where 'nz is a specified number of revolu-
tions and 7 is the period of the post NH1 man-

-euver orbit,

6. NC occurs a specified time At from the NH2
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9.8.1 Rendezvous Targeting’® (Con't).

Orbit of Pagsive Vehicle

Pt .

3179

S

TPF

)

1 = Period of post NP maneuver orbit

_To = Period of post NH1 maneuver orbit

Figure 3 Illustration of the FMS Rendezvous
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9.8.1 Rendezvous Targeting .(Con't)

.maneuaver.

7. Altitude between passive orbit and active vehicle

at the NH2 time, Ah.

8. Radial velocity at NC computed by ceelliptizing
- the orbit. |

9. THorizontal velocity at NC computed by coelliptiz-
ing the orbit.

10. TPI time, te -

11, TPI elevation angle, e .

12, Altitude between passive orbit and active vehicle

at TPI time, Ahf .

The targeting constraints for the TMS are obtained by re-
moving the constraints 1, 4 and 7 from the FMS. ‘For DMS, the
additional constraints 2, 3 and 5 are removed. The c&ns‘tra‘ints on
the coelliptic orbit are applied at the TPI point during the DMS

program. For SMS, the coelliptic maneuver requires constraints
8 and &, Summarizing, the consiraints which apply to the rendez-
VOous sequences are shown nelow:

Sequence Applicable Constraints
TMS 2, 3, 5, 6,8, 9, 10, 11, 12
DMS 6, 8, 8, 10, 11, 12
SMS g8, 8

As the coelliptic maneuver is independent of the TPI eleva-
tion angle and altitude constraints, these constraints will not be
satisfied by the active vehicle at the TPI time,

' 908"52



9.8.1 Rendezvous Targeting (Con't)

3.2 "Four Maneuver Sequence {FMS)

3. 2.1 [FMS Program Objectives

The objective of the FMS program is‘-to compute a rendezvou.s
trajectory which satisfies the constraints listed in Sec, 3.1. The
program computes the NP maneuver as well as the magnitudes of
NH1, NH2 znd NC maneuvers.

This program contains two independent iteration loops em-
bedded mn an outer iteration loop, Each loop 13 1terated with a
Newton Raphson iterative sc‘qeme. The two inner loops determine
the two height manéuvers (NH1 and NH2) and the outer loop deter-

mines the phase manesuver (NP).

A functional flow chart of the FMS program is shown in Fig,
3.2,4, If the time of'the nodal crossing is desired following the NP
maneuver, the active vehicie is. extrapolated through 90 degrees of

central angle travel followmg the NP maneuver to establish this

time.
3.2.2 FMS Program Input - Ouiput
The inputs for the Four Maneuver Seqﬁence Program are:
EA’ EA’EP’ Vo Sta_te vectors of acfive and pagsive vehicle
tp Time of the NP maneuver
At Time between the NH2 and NC maneuvers
tF ‘i‘-ime of the TPI maneuver
Ahg Altitude between the passive orbit and the active

vehicle at the TPI time
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9.8.1 Rendezvous Targeting(Con'’t)

23 Elevation angle
S=1 FMS - TMS rode switch
np Number of revolutions beiween the NP and NH1
maneuvers
nI-Il Number of revolutions between the NH1 and NHZ
maneuvers
Ah Altitude between the passive orbit and the active
vehicle at the NH2 time
‘spe Plane change maneuver switch, (=1 for computa-

tion of tPC)

cIVP, dvm R de2 Nominal magnitudes of phase and height. maneuvers

The outputs to the FMS Program are:

Ay_P NI;’ maneuver.a_\:

Avp {(LV) NP maneuver Av in local vertical co-
ordinates’

tm Time of the NH1 maneuver

tPC Time of the plane change maneuver (if
required)

Avm Magnitude of the NH 1 maneuver

AVis Magnitude of the NH2 maneuver

Av( Magnii;ude of th’e NC maneuver
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9.8.1 Rendezvous Targeting {Con't)

3..2.3 -FMS Program Description

The FMS program '}.ogic is Ulustrated in the detailed flow
chart in Fig. 3.2.5, This program involves two independent iter-
ative loops embedded in.an outer it;aratlve lt:)op in order to computé
a trajectory which satisfies the FMS constraints. The ‘two inner
loops -use the magnitudes of the NH1 and INH2 maneuvers as indepen-
dent variables, whilé the outer loop utilizes the magnitude of the
NP maneuver, Nominal values for these maneuvers are used in

the program as initial guesses in the iterative loops.

Prior to entering the iterative loops, the passive state
vector is "phase maiched" to the active state vector at the tin;le of
the NP maneuver.: This results in the active _a.nd passive vehicles
Araversing approximately the same ceniral angle during the NP -
to TPI phase of the rendezvous. As the relative motion of two
_ vehicles that traverse the éame centf'al angle in approximately
the same orbits can be predicted based on elthér precision or )
conic updates, the NP program exclusively employs conic ppdate_s
without los-ing significam'; accuracy compared_with a program ’usi_r‘lg}

precision updates.

T}:'1e phase match procedure starts by updating the active and
passive véhicleS'to t'he NP time with precision and conic updates,
respectively. A unit vector urp,, s then calculated which is co-
linear with the intersection of the passive vehicle plane and the
plane perpendicular to the active plane which contains the active

vehicle!s position vector.

urp = UNIT{[(_I_‘AP X EAP) X _r_'_AP] X (;_‘PP X Ypp)}
The angle § between the two vehicles. is next calculated and
defined as a positive angle for the passive vehicle leading-the -active
vehicle, After converting # into a- correspénding time, the passive
vehicle is precision updated to the .estimated phase match time t_-,

N
The updated position is then checked to see if it is approximately
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9.8.1 Rendezvous Targeting (Con't)

colinear with urp,,. If not, the calculation is repeated starting with

the calculation of g,

For nP‘s in excess of 18 there is a possibility that the
passive vehicle mightlead the active vehicle by a central angle
which exceeds 360 degrees, To allow for this possibility, the
equation for 9 includ'es a term which will increase § by 360 degrees
when ny, exceeds 18 and the passive vehicle leads the active vehicle

by less than 180 degrees. The final formula for g is-

g = pi-cl[pi-cos (u}:pD EPP/rPP)] + (d+1)(e+1)pi/ 2

where d

SIGN(n'P-l 8)

C

SIGN[(U{pDX Tp ). 'UNIT(}:P

X
P p* Yppl

and pt = 7 on the first-pass through 9 and othérwise equals zero.

Upon successfully completing phase inatch, the active vehicle's
state vectior is rotated into the plane of pagsive vehicle's orbit. The
passive vehicle is then updated to TPI time and the desired active .
vehiclets position vector TAPp :
QRDTPI subroutine {sec. 3.6.9). This subroutine uses the eleva--

at TPl 1s established -using the

tion angle and the altitude between the passive orbit and the active
vehicle at the TPI time in an iterative search which solves for the

TPI geometry.

The outer loop is initiated by adding the NP mancuver to the
.active vehicle's NP velocity vector. Using the REVUP subroutine
(Sec. 3.6.1), the new state vector is updated through Ny revolutions

to the NH1 point,

Prior to entering the first height 1teralive locp, the iteration
counter switch -::I is set equal to 0 or . 5 if it is the'first or subsequent
pass through the outer loop, respectively, ThI:S height loop starts
by adding the estimated NH1 maneuver to the active vehicle's
velpmty vector. The state is then advanced to the l\%HE maneuver -

time using ey in the REVUP routine. To verify that the height
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9.8.1 Rendezvous Targeting(Con't)

constraint Ah is satisfied, the passive vehicle must first be updated
to be radially above the active vehicle, This is accomplished using
RADUP Subroutine'(Sec. 3.6.3) which computes the-central angle
be’gweeﬁ the two vehicles and updates the passive vehicle state

throug:h that angle. .An altitude error e__ is then defined and

checked to see if it is sufficiently smallI:Il This test is'bypassed if
the partia}l P employed in the iterative 160p is zero in order that
a value for le‘ 1:nay be coz:nputed for use in subsequent passes
through the NH1 maneuver computation. If ©4yp+ Passes ithe test,
the program proceeds to the second height maneuver. - ‘Otherwise,
the ITER subroutine (Sec. 3.86.7) is used to obtain a new estimate
of the NH1 maneuver and the first height maneu\-rer calculation is
repeated. ITER 1S a subroutine encompassing a Newton Raphson

iterative scheme based on numerical partials.

Following convergence of the first height maneuver, the
calculation of the second height maneuver NH1 starts b v setting the
iteration counter ¢ to 0 or . 5 depending on the value of cF. The
estimated value of the NH2 maneuver is then added to the active
vehicle's staterat NH2, After updating the state through the time
At to obiain the active vehicle's state at the NC point, the passive
state is updated {0 be radially above the active vehicle's position
vector using the RADUP subroutine. The coelliptic velocity for
the active vehicle is then computed using the COE subroutine
(Sec. .3. 6: 6) and the active's staie vector is updated to the TPI time
tF. The passive-state is again updated to be radially above the

active vehicle's position vector us ing the RADUP subroutine, .

Based on the -des_ired altitude differencé AhF, an altitude
error eH2 1s defined. If the partial pH2 employed in the 1terative
loop is zero and this error {s sufficiently small, the program:-pro-
ceeds to the outer iOOp. Otherwise, the ITER subroutine is called
o obtain a new value of the NH1 maneuver and updated values.of
< and the partial szl The second height maneuver calculation is

then repeated until the TPI altitude constraint is satisfied.
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9.8.1 Rendezvous Targeting(Conlt)

In addition to a constraint on the altitude at the TPI point,
there is a constraint on the phasing. The updated active vehicle's
position vector r AF should be approximately colinear with T AFD-
An angular error ep is defined which represents the central angle
between r AT and r AFp U this error is sufficiently small the
program is terminaied after caleculating the required displays.
Otherwise, the ITER subroutine is called to obtain a new value of
the NF maneuver and to update values of the outer loop iteration
counter CF’ the partial pC and the stored values of the error eo

P
and maneéuver magnitude dvo o
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9.8.1 Rendezvous Targeting(con't)~

FMS, TMS Programs

Inputs: See Sec. 3.2.2

.

{Phase match state vectors at NP Point

B 7
Compute desired phasing constraint at the TPI point

J?

. JInsert NP phase maneuver and update to NH1 point

| 4, _

Compute NH1 maneuver as height maneuver using height constraint

at next maneuver point and update to NH2 point (Bypassed if TMS prog.)

-
I
]

v

Compute NH2 maneuver as height maneuver, using coelliptic

- -t

. maheuver and TPI height constraint, and update to TPI point

i Complete phase maneuver calculation and recycle if ’

necessary ‘ '

Search for plane change time

Yes D[

Compute plane change time T gee EXIT
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9.8 . 1 Rendezvous Targeting{Con't)

FMS, TMS Programs

Inputs: r,, Vs Ipr Vs €1 s P, at, t AhF, D va, del, deZ, spe
8 (=1 for FMS , =2 for TMS), '
If5=1:4Ah, np
T % N "
_ _ - = = i = -
Cy = Pygy = Ppgg = O Yy 7 tpr Epg Ipr Ypg T Ypr P17
l PP~ WPt Vmr
| Update Tpr Yy to tP using Precision .Extrapolation’ Routine-
obtaining r rap Yap
Update _r_P, Y—P to tP using Conic Extrapolation' Routine
agbtaining rPP Vop
[
Ix am}

i

am = ;UNIT (EPP X

Ypp

d = SIGN (nP -18

5,'C=SIGN[(U_I‘pDX£ )ﬂ]

PP

]-!-(d +1) {e + 1) pif2

Y, urpy = UNIT 1] (EAP X EAP}X Tap

. -1
L g = pi-c [ pi-cos (u_r_'pD PPI PP

Figure 3,2.5 FMS, TMS Detailed Flow Chart

9.8-60




9.8.1 Rendezvous Targeting(Con't)

T

gl1< €1

Yes

No

Backup I'pp, Vpp through g using Conic Extrapolation Subroutine

obtaining t { + 92> + 1, -8 = -t)

< pi=0,r

PP~ Zps’ Ypp = Ypg

Update Top Ypp to tN using Precision Exirapolation

Jeg—
Routine

Iap = Tap UNITZ,p - () p - 2m) am]

Yap = Vap INIT Esp - (Ypp « 2m) am ]

l

Advance r

obtaining EPF’ y—PF

Tpps KPP through tF - tN using Conic Extrapolation Routine

¥

Figure 3.2,5 FMS, TMS Detailed Flow Chart

(page 2 of §)
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9.8.1 Rendezvous Targeting (Con't)

Using ,EPF’ XPE, AhF, eL, SQ = 0 in QRDTPI Subroutine (Sec. 3. 6. 9)

O—— vapr " Yap * dvp UNIT (amXr, )

'

Update r AP YAPF through ng revolutions using

(?btam r AFD

REVUP Subroutine (Sec, 3.6.1), obtaining
Zamy Yamyr fm Gtp+®

b < ¢

H1’ ZAH2 © Zamy” Yamz T Yam

T ™ Tamry T Yam Ty UNIT @moxr,..) i

¢ |

through n__ revolitions using REVUP

Update Iy am F H1

Subroutine (Sec. 3. 6.1)‘, obtaining LRIPL Yan2,

’EHz'( = tHl + 1)

¥ v

Figure 3.2,5 FMS, TMS Detailed Flow Chart
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9.8,1 Rendezvous Targeting (Con't)

V4

Upda.te Tpp: ¥pp {0 be radially above EAHZ \

using RADUP Subroutine (Sec. 3.6.3)

- Obtaining £PH2

Yes
P
=0
v_ . Update c_:I, le, del, usmng eHl in ITER
Subroutine (Sec. 3.6, 7)
40 =0 0
CI = . 5 CF CI -
— tg = tH2+ At ’q

g

T ™ Tamer T Lape T Ty UNIT @mx r

-AH2
81

Figure 3,2.5 FMS, TMS Detailed Blow Chart

)
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9.8.1 Rendezvous Targeting(Con't)

Update EAHZ’ VAR through At using
Conic Extrapolation Routine, obtaining r

F]

Yas

'

Update Tpos Ype to be radially above
using RADUP Subroutine {Sec, 3,6.3), obtaining

fas

Ipg: ¥ps

Y

Obtain v ASE using r

COE Subroutine {Sec, 3.6,5)

Ps* ¥pg Tpg - Tag in

l

Update r o, v ASF through te - 1y using
Conic Extrapolation Routine, obtaining r

AT YaF

'

Update Ipc: Ype to be radially above

IAF
using RADUP Subroutine (Sec, 3.6, 3), obtaining r

—PAF

v

®H2 = TpAF " TaF - Abp

Figure 3.2.5 FMS, TMS Detailed Flow Chart
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9.8.1 Rendezvous Targeting{Con't) .

Update €1 Pyge dVHZ’ using €yg 1N
- ITER Subroutine (Sec. 3,6,7)

: ’ — 7 ,
°p = SIGN [‘Lw X ZaFD? %n] cos " {Ippp * Zaw *aAFD TAR)

|epi<€1 Yes

T Ly
lNo '

Update S Poos dvc, eop, dvoC using ep
in ITER Subroutine (See, 3.6.7)

Ay_P=va UNIT (QEXEA.P)’ AEP(LV) = (dvc, 0, 0) lq__v

=2 Avy = dvyyg, ty =ty

S
v ¥

T

AYC = YpgF ~ Yas

O 5 -
spe\ =1 Update ZAp’ Yapw through 90 using Conic

i Extrapolation Routine, obtaining tpo

T BXIT - . J

Figure 3,2,5 FMS, TMS Detailed Flow Chart
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3.3 Triple Maneuver Sequence Program (TMS)

3.3.1 TMS Program Objectives

The obJec‘tive of the Three Maneuver Sequence program is
io compute a rendezveus trajectory which satisfies the constraints
listed in Sec. 3.1. The program compuies & phasing maneuver

and the magnitudes of a height and a coelliptic maneuver.

This program contains an outer iterative loop to determine
the phase maneuver and an inner loop to calculate the height man-
euver, ‘The program's logic is very similar to the FMS px:ogram,
and is herein treated as a subset of the FMS program logic, as

represented in the functional flow chart in Fig. 3.2. 4.

3.3.2 TMS Program Inpui-OQutput

The inputs for the Three Maneuver Sequence are:

EA’XA’ EP’EP Active and passive state vectors

tP Time of the NP maneuver

At Time between the NH and NC
maneuvers

tF Tirme of the TPl maneuver

AhF Altitude between the passive orbit
and the active vehicle at the TPL
time

e Elevation angle

S =2 FMS - TMS mode switch

nP Number of revolutions between the
NP and NH maneuvers

spc Plane change maneuver swiich

(= 1 for computation of t_ .}

PC
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9.8.1 Rendezvous Targeting(Con' £)

A'VP, Avy, Nominal miaghitudes of the phase

and height maneuvers

+ The outputs to the TMS program are:

‘AVP N‘Pimaneuver Av

AVP( Lv). NP maneuver Av in local vertical
coordinates

tH Time of the NH maneuver

too Time of the plane change maneuver
(:f required)

AVH °  Magnitude of the NH maneuver

AVC . Magnitude of the NC maneuver

3.3.3 TMS Program Description

The ‘detailed flow chart for Triple Maneuver Sequehce prog-
ram is incorporated in FMS flow chart in Fig. 3.2.4. As the TMS
logic is'just a subset of the iogic olf the FMS (i. e., it eliminates one
of the height maneuvers in the FMS program), the reader 1s referred

to Sec. 3.2.3 for the TMS program description.
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3.4 - Donble' Maneuver Sesqueénce Program {DMS)

3.4.1 DMS Program Objectives

The objeciive of the Double Maneuver Sequence program is -~
the computation of a Lambert maneuver hased on a target vector

obtained by deterrﬁining a coelliptic orbit at the TPI point.

Fig. 3.4.4 is a functional flow chart of the DMS i)rog'ram.

3.4,2 DMS Program Input-Outputs

The required inputs to the double maneuver seduence

program are:

r At YA £P’ EP Active and passive state vectors

t . -Time of the Lambert maneuver -
tF 'Iiime of the TPI maneuver

eL ﬁle.vs:tion angle

Ah Altitude between the passive orbit

and tha active vehicle at the TPI

" fime

At ‘ Time between the Lambert and

coelliptic maneuvers

The outputs to this program are:
AEL Lambert maneuver Av

AV~ Coelliptic maneuver Av

3.4.3 DMS Program Description

Fig. 3.4.5 is a detailed flow chart of the Double Maneuver

Sequence program.

The program starts with precision updates of the active and
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passive vehicle's state vectors fo tL and tF, r:espectively. The
QRDTPI Subroutine is then called to obtain the passive vehicle'!s
state Tpp Vop radially above the desired active vehicle's position
vector at TPI. Using the passive vehicle's state vector and the
altitude difference Ah, the COE subroutine is called to-obtain the a
active vehicle'’s state EAF’ EAF prior to the TPI‘maneuver. This
state vector is then integrated backwards using the Precision Extra-
polation Routine to the time of the NC maneuver, obtamning the
target vector Tarr for the Lambert maneuver. The Precision
Lambert routine is next called to obtain the NL and NC velocities
based on setiing the number of precision offsets 1\I1 equal to two
and the cone angle equal to 15 degrees. The rotation projection
switch f2 is.obtained from this routine for use in the powered flight
steering program as SR' After calculating the NL and .NC maneuv-
" ers, thq- NL maneuver is rotated into a 1mra1 vertical coordinate

system for display purposes.
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DMS Program

Inputs: See list in Seec, 3.4,2

Update active vehicle to time of Lambert maneuver '

using precision extrapolation

|
l

" Update passive vehicle to time of TPI maneuver

using precision extrapolaiion

Obtain desired position of active vehicle at the TPI
time using the QRDTPFI routine ’

Insert a coelliptic orbit at the TPI point using
the COFE, routine

Y

Back up the active vehicle to the time of the
coelliptic maneuver using precision exirapolation,

obta.irﬁng té.rget vector

k4

v

Fig. 3.4.4 DMS Functional Flow Chart
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, -

bl;tam the Lambert manel,lv—er using the target

vector in the Precision Lambert Routine

!

EXIT

Fig. 3.4.4 DMS Functional Flow Chart
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DMS Program

Inputs: r

Tar Yar Ipr Ypo Y tpe AL ADs e

L

Update r A Y to tL using Precision Extrapolation

=A
Routine
Update ;s ¥p to tF using Frecision Extrapolation
Routine

|

L’ SQ

Subroutine (Sec. 3. 6. 9) obiain EPF’ EPF

,» &Ah in COE Subroutine

Using rp,, v, Ah, € =1 in QRDTPI

Using Pppe Ypp

(Sec. 3.86.5) obtain -{-AF’ EAF

|

Update EAF’ Y-AF to tL

Extrapolation Routine obtaining r AT AT

+ At using Precision

Y

. o .
T = = isi
Usingr,, LA At e =157, 1\“1 2 in Precision

Lambert Routine, obtain v f

U —

Iap YaTE '

Fig. 3.4.5 DMS Detailed Flow Chart
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AV = Vg " Vs AV = Yar " Yarp

T
Ay_L\(LV) =xyz] A’f‘:L

z = ~UNIT (_I:A)_. _z’= IUNIT (_\_rA ¥ E-A‘)’ X=yxz

!

EXIT

Fig. 3.4.5 DMS Detailed Flow Chart
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3.5 Single Maneuver Sequence Program {(SMS)

3.5.1 BSMS Program Objectives

The objective of the Single Maneuver Sequence, Program
is the computation of the coelliptic maneuver (NC), Fig. 3.5.4

is a functional flow chart of the SMS prograrm.

3.56.2 BSMS Program Input-OQutputs

The required inputs to the single maneuver sequence pro-

gram are:

Active and passive state vectors

tc Time of the NC maneuver
tF Time of the TPI maneuver
L Elevation angle

The outputs to the program are:

Fay's

Ve Coelliptic manevuer Av

3.5.3 SMS Program Description

Fig. 3.5.5 is a detailed flow chart of the Single Maneuver

Sequence program.

The program starts with precision updates of the active

and passive vehicle's state vecotrs 1o time t The out-of-plan

parameters are next computed. Following r(;tating the active state
into .the plane of the passive orbit, the passive state is updated to he
radially above the active vehicle's position vector at the NC point.
Using the COE subroutine, the coelliptic maneuver is computed such
that the resuliing post maneuver velocity vector of the active vehicle
will be parallel to the plane of the passive vehicle!s orbit. After
updating to the TPI time, the TPI program is used to obtain the

TPI time which corresponds to a specified elevation angle,

9.8-74



9.8.1 Rendezvous Tar geting (GﬁDF £) .~

Single Maneuver Sequence Program

i

_Inputs: Active-and passive states, elevation angle,

time of NC and TPI maneuvers

et

Update states t6 time of NC maneuver using precision

extrapolation -

Compute out-of-plane parameters

[
Rotate active state into plane of passive state

.‘r
Update passive state to be radially above active

vehicle

1
Compute coelliptic velocity of active vehicle

following the NC maneuver

¥
‘Compute coelliptic mianeuver which resulis in.a

post maneuver velocity parallel to the plane of

-} the passive vehicle

; 1 ; T
Fig, 3.5.4 SMS Functional Flow Chart
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Update states to time of the TPI maneuver }

|
!

Obtain néw TFI time using TPI program

EXIT

Fig. 3.5.4 SMS Functional Flow Chart
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‘Single Maneuvér Sequence Program

Inputs; E-A’ EA’ _I:_P, XP’ eL, tc, tF

Update TarVa and X H\_.TP to tC using

Precision Extrapolation Routine

b, = UNIT (v, x1,), = UNIT {v_ xr_)
ATIa Yy YpTY4 Uy, YoEvotw

g=UNIT (rp, X vp)
Tp =Ty UNIT [r EA'E)E]

i
Ya T Va UNI'I‘[V .YA'_E)E] N

[

p to be radially above r p USing

RADUP Subroutine (Sec. 3.6.3), obtaining

Update Ip ¥

Lpr Ypp

!

Obtain v using r. in COE

AN pr Ipr TPF T Taw
Subroutine {Sec, 3.6.5)

Fig. 3.5.4 SMS Detailed Flow Chart
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Ao =Yap "y

Z=-UNIT (), Y= -u X =¥ 2

b

T .
Av (L) = X Y 2)7 A

AVALY) = AV (LV) + [0, -¥,,, 0]

ave = [X Y Z] AV (LV)

Update r A’ Yap and Tp ¥ to time tF obtaining

Lpg Ypgand Lpg Ypg USing Precision Extrapolation

Routine

Obtain new.tF using F-AS’ XAS’ -EPS’ EPS’ eL in N

TFPI Program (Sec. 2.5)

EXIT

Fig. 3.5.5 BSMS Detailed Flow Chart
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3.6 Migcellaneous Subroutines Used in the FMS

This section contains a discussion. of the special subroutines
that are used in the FMS rendezvous iargeting programs contained-in
Sections 3.2 - 3.5, As these subroutines are short and easy to
follow, the input-outputs are sometimes only listed on the detailed
flow charts and the objectives of the subroutines are contained in the
description of the subroutine,

3.6.1 REVUP Subroutine

The REVUP Subroutine ( Fig, 3,6,2) conically updates a
state vector r, v through a specified number of n of revolutions, The
semi-major axis a is first calculated and then used to convert n
revolutions into a corresponding time by multiplying n by the period
of the orbit, After concially updating the state through this time,
the program returns the new state and the time,

3.6.3 RADUP Subroutine

The RADUP Subroutine (Fig, 3.8.4) conically updates the
passive vehicle's state vector e Vp to be radially above the position'
of the active vehicle Tae The central angle # between the two vehicles
is initially calculated as a positive angle if the active vehicle leads
the passive vehicle, The passive vehicle state is then updated
through & using the Time-Theta Subroutine to obtain the desired state,

3.6.5 COE Subrouline

The COE Subroutine (Fig, 3.6.6) computes the active vehicle's
coelliptic state based on the state vector r, v of the passive vehicle
and a delta altitude h, After computing the semi-major axis a of the
passive orbit, the desired semi-major axis an of the active vehicle's
orbit is calculated, This is then used to compute the desired radial
component of velocity Vs and the velocity vector YA for the coelliptic
orbit,
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9.8.1 Rendezvous Targeting (Con't)

3.6.7 TITER Subroutine

The ITER Subroutine { Fig, 3, 6.8) encompasses a Newion
Raphson iteration scheme based on empirical partials, It utilizes

as inputs:

1. Current v and old Vo values of the independent varia-
ble,

2, Current e and old e, values of the dependent variable,

3. Estimate of the partial p = defdi,

4, A switeh ¢ which can assume three values:
c = 0 - First pass, p equals zero so increment v by one.
¢ = .5 - First pass with non zero p, so compute

change in v to be e/p,

¢ .5 - Change v based on new partial computed

from e, e, vand Ve
In addition to computing a new estimate of the independent variable,

this routine-updates the quantities e, V,s P and the iteration counter

¢, It also displays an Alarm Code whenever the counter exceeds 15,

3.6.9 QRDTPI Subroutine

The QRDTPI Subroutine (Fig, 3.6.10) determines the de-
sired active vehicle's position vector r 5 at the TPI time, The inputs
to this subroutine are;

v - TP1 passive vehicle's state vector,

h - Altitude between the passive vehicle's orbit and the
active vehicle at the TPI time,

e - Elevation angle,

s - Switch: 0 for coasting integration, 1 for conic update,

X,
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The subroutine utilizes the ITER Subroutine (Sec. 3. 6. 7)
in an iterative search for the desired 3 . Each pass through the
iterative loop involves an update of the passive vehicle's state vecto:
to the estimated time associated with the passive vehicle's position
radially above Tp An error em is then calculated which represents
the difference between the desired central angle between the active
and passive position vectors at the TPI time and the actual central
angle, This error is driven to be srrlaller than €, using the Newton
Raphson iterative scheme contained in the ITER Subroutine,
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REVUP Subroutine ,

¢

Inputs: r,v.,n
a=1‘/(2/r—y_- v/u)
t=2ngqg (aslu)llz

v

‘Update, r, v through t using
Conic Extrapolation Routine

¥

Returnr, v, t

Figure 3,6,2 REVUP Subroutine Flow Chart

RADUP Subroutine

Inputs: rp, vp, Ty

8 =SIGN[(.I_'PX£A) . (pr.‘_’p)jbc’S—l (EP . —A/I'-P rA)

¥

Update rp,, Vp through 8 using Conic Extrapolation Routine

v

Return o, Ve

Figure 3, 6,4 RADUP Subroutine Flow Chart
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COE Subroutine

Inpuis: r, v, h

é

a.=.1/(2/r-—z.x/,u ), an =a~-h

vy=¥-ztafap) P e r, - r oL UNIT ()

¥a =[u(2/:§' - llaD) -vvz:’l/-z UNIT ((r X v) X #)+ VVEA/rA

;

Return Taps ¥ A

Figure 3.6.6 COE Subroutine Flow Chart
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) ITER Subroutine

!

Inputs: ¢, e, p, dv, e, dvo

=.,5 ¢ =0 v

1

: 2w
l>.5

p=(e - eo}/(dv -dvo)

No »15\, Yes

] iy
i .

Av=e/p Display Alarm Code

—

c=c+]l, e, = e, dvo=dv, dv = dv - Av

$

Return: ¢, p, dv, s dvo

Figure 3,.6.8 ITER Subroutine Flow Chart
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QRDTPFI Subroutine

{

Inputs; ¥, v, Ah, -e, 8

S Yes e=g-q

e L
{

4 ; No
Advance r, v through t using
Conic Extrapolation Routine obtaining EXI AT ™
Advance r, v through t using y
Precision Extrapolation Routine obtaining Tys Vs
ep=n[2-¢e - sin! li(rJ - Ah) cos (e)/r:l
-1
- cos I:UNIT(;_) . UNIT (EJ):ISIGN[(:J X r) - (__szz)]
Return: r., v
IeTi < €3 Yes —r
B 1) =I; - AR UNIT (r;)
No
Update ¢, p, t, e to using e in
& ITER Subroutine (Sec, 3.6,7)

Figure 3,6.10 QEDTPI Subroutine Flow Chart
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4, SUPPLEMENTARY INFORMATION

There are several steps that have to be completed prior to the
selection of the preterminal rendezvous scheme, First, the mission
and operational constraints that impinge on the rendezvous configura-
tion have to be defined, These next have to be converted into a set
of targeting constrainis which relate to the rendezvous trajectory
itsel, (For example, if the TPI maneuver is 10 be aligned along ihe
line of sight, it might be necessary to constrain the TPI elevation
angle and altitude as well as the distance between TPI and TPF, )
Upon completing this task, the minimum number of maneuvers involved
in the preterminal targeting scheme will have been determined. This
is because the rendezvous configuration must contain a sufficient
number of maneuvers such that the corresponding degrees of freedom
equals or exceeds the number of target{ng constraints imposed, The
number of degrees of freedom involved in an N maneuver rendezvous
was originally defined in Ref, 1, and used to define the allowable
number of Skylab targeting constraints in Ref, 2 and 3,

Assuming that the number of required targeting constraints
derived from the mission constraints is less than the number of degrees
of freedom involved in the rendezvous, additional constrainis must
be conceived to uniquely define the rendezvous configuration, Con-
siderable work has been directed toward the problem of selecting
rendezvous trajectories that minimize the fuel consumed (Ref, 4},
Some very simple procedures might be used to accomplizh this goal,
For instance, maybe the specification of fractional orbital pericds
between maneuvers could be eliminated and the corresponding maneu-
ver times optimized {o conserve fuel, It would alsc conserve some
fuel if the maneuvers were applied along the velocity vector instead
of in the horizental direction,

The TPI program {a carryover from Apollo and Skylab) con-
taing an iterative search to determine the time that corresponds to
a specified elevation angle, This iteration scheme fails in some
cases where the height separation between the orbits becomes small
(approximately four miles or less), It appears that a redesign of
the iteration scheme would eliminate this possibility,
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Most of the targeting constraints and types of maneuvers con-
sidered herein originated with NASA MSC,

The authors recommend investigating an approach whereby all
the basic maneuvers are programmed as separate entities and are
available for assembly into different rendezvous schemes as selected
by the astronaut during the flight, Most of these maneuvers would
contain the options of 1) phase match prior o the maneuver, 2) conic
or precision extrapolations 3) generation of the plane change maneuver
time and 4) astronaut overwrites. The storage requirements of such
a general purpose rendezvous targeting program have to be determined.
Hopefully, the increased requirements, which are not necessarily
significant, will be offset by the advantage of the general program's
flexibility,
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9,8,2 Relative State Updating

1, iNTR OCDUCTION AND FUNCTIONAL FLOW DIAGRAM

The purpose of the Relative State Updating function is to
provide a means o]f automatieally and autenomously improving on-
board knowledge of the relative state between the SSV (primary
vehicle) and another orbiting vehicle (target vehicle}, This know-
ledge would be required in (a) rendézvous missions as inputs to
rendezvous targeting pr-'ograms to compute maneuvers which effect
rendezvous between the primary and target vehicles or (b) orbit
navigation modes which utilize tracking of navigation satellites or

satellites ejected from the primary vehicle,

Rendezvous navigation sensor data, consisting of measure-
ments of some portion of the relative state, are accepted at discrete
"measurement incorporation times', Relative state updating is ac-
complished at each of these times by sequentially processing the
components of the relative state measured by the sensor, A pre-
cision extrapolation routine extrapolates the primary and target
vehicle sfate vectors and the filier weighting matrix from one
"measurement incorporation time'' to the next, A typical measure- ~

ment incorporation sequence is thus:

(a) Extrapolate primary and target vehicle state veciors
and {ilter weighting matrix to measurement incor-
poration time ('!:m)

{b) Accept set of rendezvous navigation sensor data
taken at time = tm. This will consist of k compon-
ents of the relative state at tm given by Qi (i=1,

2, ..., k). A measurement code (ci) is associated
with each Qi to identify the type of measurement
taken,
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9.8.2 Relative State Updating (Con't)

{c) Process Ql in the Measurement Incorporation
Routine, If more than one component of the relative
state is being sensed, process QZ‘ Qs, eens Qk
sequentially in the Measurement Incorporation
Routine,

{a) thru (¢) are then repeated for the next measurement incorpora-
tion time,

A general flow diagram of this function is presented in Fig,
1, The inputs required by this function are;

1, On-board estimate of primary vehicle state ( EP)
with time tag,

2, On-board estimate of target vehicle state (ET) with
time tag,
3. Initial filter weighting matrix (W) (not required if

computed using Auvtomatic Initialization Routine),
4, A priori sensor measurement variances,

5, Rendezvous sensor measurements,

The output of this function is an updated n-dimensional state (x)
which minimizes the mean squared uncertainty in the estimate of the
relative state, This output is available after each measurement

incorporation,

The operations shown in Fig. 1, with the exception of pre-
cision extrapolation, belong in this function, The Precision Extrapo-
lation Routine is described in another report. The bulk of the
equations involved in this function are associated with the Measurement
Incorporation Routine. The equations involved in an optional Auto-
matic Initialization Routine (initializes the filter weighting matrix)
will also be described, The equations associated with reading the

rendezvous navigation sensor will be described in a later report.

90 8"'"91
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Initiglize
Relative State
Updating

{x W)

_P’ ET’

" Read rendezvous navigation sensor
| output and time ( tm) assoclated with it

{Ql, Qgs vees Qp vevs Q }.t
(e (eg)nns (euule ) ™ ™

Measurement Incorporation Routine
Update x, W by processing measurement Q;

-}

Figurel RELATIVE STATE UPDATING FLOW DIAGRAM
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9.8.2 Relative State Updating (Con't)

jor

bpp Bpg

1=

FIRSTMEAS

FULLTRACK

MANEUVER

MANNOTRK1

MANNOTRK?2

MANTM

NB—m

NOMENCLATURE

n~dimensional measurement geometry

3 dimensional measurement geometry vectors as-

gociated with Tps Vp

J-dimensional measurement geometry vector as-
sociated with y

Measurement code identifying i th measurement at

t
m

Initially set to "1" and reset to "0" after first
entrance into Measurement Incorporation Routine
"1" if angles and relative range measurements have
been taken prior to final intercept maneuver,

"0" if angles or relative range measurements only

have been taken prior to final intercept maneuver,

Initially set o ""0", Set to "1" at completion of
maneuver

Assumed "no track" time immediately prior to
maneuver

Assumed "'no track' time immediately following
maneuver

Predicted time of next maneuver ( either from pre-
loaded input or previous ifargeting routine)

Transformation matrix from navigation base axes to
rendezvous sensor axes, MNB—m is fixed according
to spacecraft configuration,
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9.8.2 Relative State Updating (Con't)

Mgy-NB

NOTRACKTM

POSTMANWR

QesT

RENDWFLAG

TBEFCOMP

Transformation matrix from reference coordinate frame
(inwhich initial state is expressed and computations are
performed) to stable member axes, Mg -SM isgivenfrom
specified platform alignment

Transformation matrix from stable member axes
to navigation base axes on which IMU is mounted,
Mg g i€ determined from IMU gimbal angles

Mazximum break in tracking threshold - if time of
"no track" period exceeds this, W reinitialization
is inhibited until after 3 measurement incorporation
times

Initially set to "0", If set to "1", forces W rein-

itialization prior to first mark after maneuver,
On-board estimate of measured parameter

i th measured parameter at tm

Magnitude of vector r.

Primary vehicle position vector

Target vehicle position vector

Relative position vector

Position vector found in Automatic Initialization Routine
(A.I.R)

"0" - W is left as extrapolated value from Precision

Integration routine (initially set to "'0")

"1" - W is set to pre-loaded value given by W

Measurement Incorporation Time

Minimum time required prior to a final targeting
computation to allow requested W reinitialization to
be performed

9.8-94



9.8.2 Relative State Updating (Con't)

TPIMAN

UNIT { o )

UFD

WAIT3TM

Initially set to 0", Setto ''1" at completion of
final intercept maneuver ( TPI)

Unit veetor (rp, / ry)

= I find state of primary vehicle
= 2 find state of target vehicle

Primary vehicle velocity vector

Target vehicle velocity vector

relative velocity vector

A priori random measurement error variance
Velocity vect?r found in A‘. I.R.,

n x n filter weighting matrix associated with x

Initially set to ""0" and reset to 1" in order to
inhibit W reinitialization until after 3 measurement. -
inforporation times

Pre-loaded value of initial filter weighting matrix
Pre-loaded value fo which W is reinitialized

Maxil:num threshold value - if time since last W
reinitialization exceeds this, a W reinitialization is
forced to occur prior to the first mark after the
next maneuver

Normal threshold value - if time gince last W rein-
itialization exceeds this, a W reinitizlization is
requested
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x
I
p T iy
: L
§T= E
X
T v
At
6x
tp
.E_T_
nr: ”,B’ ne
1y

n-dimensional state vector

6 dimensional primary vehicle state vector
6 dimensional target vehicle state vector

6 dimensional state vecfor found in A, I, R,

Time increment between measurement incorpora-

tion times
n-dimensional navigation update of x

A priori standard deviation of stable member mis-

alignment

A priori standard deviation of misalignment between

sensor measurement frame and navigation base

A priori standard deviation of sensor bias errors in
range, gimbal angles 8 and @ (Fig, 2)

j dimensional sensor bias vector

A priori standard deviation of sensor random errors

in range, B, @

Gravitational constant
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9.8.2 Relative State Updating (Comn't)

. DESCRIPTION OF EQUATIONS

The recursive navigation equations presented in the Measure-
ment Incorporation section are general with respect to the dimension
of the state vector to be updated. These equations are therefore
applicable to any one of the following navigated state vectors which is
selected for the shuttle relative state updating function, (This selec-
tion will ultimately be based on shuttle G& N computer capacity,
expecied target vehicle state uncertainties, and the error character -
istics of shuitle navigation sensors, }

Table I

Possible Navigated States

Navigated State ( X ) Parameters Updated State dimensions (n)
A_. X = Xp OT X, primary vehicle state 6
- - or target vehicle state
Ep OT Xy primary or target vehicle
B, x= state plus j components 6+]j
- ¥y, of sensor bias
X .
=P primary and target
C. x '( X vehicle states 12
Xp primary and target
_ vehicle states plus .
D.x= Zr j components of 12+j
y sensor bias
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9.8.2 Relstive State Updating (Con't)

For any of these navigated siate vectors, the relative state does not
appear directly, but is updated implicitly as a result of the update of
either or both vehicle inertial states. Utilizing the state vectors (A

or B) results in the Apocllo rendezvous navigation filter, whereas

either state vector (CorD)resulis in an optimum rendezvous navigation
filter, Specifying the dimension {n) of the navigated state vector
automatically specifies the dimension of the measurement geometry
vector b to be (n), and the filter weighting matrix Wtobenx n,

2,1 Measurement Incorporation Routine

As discussed above, this routine is entered k (number of
measured components from sensor) times at each measurement in-
corpoYration time (tm). The equations presented below are identieal
for incorporation of each of these components with the exception of
equations for b, QEST and VAR which depend on the component in-
corporated, Equations for b, Qpgr, and VAR are given for typical
relative measurement pargmeters and bias estimation, since the
precise parameters will not be known until the rendezvous sensor (s)
are selected, The assumed sensor coordinate frame geometry is

shown in Fig. 2, (Gimbal limits are assumed to be between + 900),

The precedure for computing b, QEST and VAR is as {ollows:

@ Compute the retative state (ER } from:
Rrp
X = = Xy - X
=R =T =P
Yrp
and
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——— e ]

P: Primary vehicle

T: Target vehicle

Figure 2 RENDEZVOUS SENSOR COORDINATE FRAME GEOMETRY"
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9.8.2 Relative State Updating (Con't)

RTP = UNIT (R.,)

—1P

From the measurement code (c ), compute b, QEST
and VAR appropriate to this measurement

For sensor gimbal angle (B, § ) measurements, make the
following preliminary computations:

Compute the unit vectors of the sensor coordinate
frame ux, uy_m ,» Uz from:

ux

M.

T .
W " MyBem Msm-wB Mr-sm

uz
Compute sin {(p), sz (Fig, 1) from:
S = -uBpp - wy,

and

Computation of b

Depending on the ultimate selection of the navigated state
(x of Table 1), the vector b will take on the following definitions:
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9.8.2 Relative State Updating (cont'd)’

I

1%

HE

i

Ix

1
PO}, X o]
x, ,b=b, = Vo ox = (), b= TP
R N e -
—P3 1 o
1
o ! b b
X s R=-by i = -F
b E x=l X5 | . b=f -by
y_ | k= bp3 - Y
' —B - o '
b - :
2y ;
b ]
Xp . =P0 E
Ta| 27| hes :
b

Compute EPO.and EP 3 from the appropriate equations
in the following table using ¢, to identify the type of

measurement

Measurement EJ_PO P—PB
Relative Range i ]
‘Range Rate Ry X (uR, TPXY_TP)/ Rpep -uBpp
Sensor Angle (B) UNIT(uRpp xEym)/ Rz 1]
Sensor Angle (g) (uBppxuy, )x uR, TP/ R, ©

C
ompute E‘Y

If‘Z.B is included in the navigated state, b will be
computed based on the_selection of bias. parameters‘
to be estimated, The following are equations for
some possible b 's, with ¢; used to identify the

measurement type



9.8.2 Relative State Updating (cont'd)

(a)  Estimating a single biag (yg) in measurement
code = j): For .measurement (code = ci') .

e ¢; =1
b (secalar) ="
o 0 Ci?(j

(b)  Estimating bias (yg) in m of the total of k
measurements, the measurement codes of the
m measurements being: 1, 2, ..., m:

1 0 40
0 1 1]
b {m-vector) = . ;
0 0 1
ci-—l ci=2 vee CFm
E‘T = _Q_ for c; >m
‘(c) Estimating three angles (ax, czy, az)fof the

stable member misalignment about x, y, z

axes of stable member, i, e,

g = oy
2,
Measurement ' E'y ( 3 dimensional)

Relative Range

o o

Range Rate
Serisor Angle (8) R pr/R, [MR_.SM(uIi p X
Ry pXuy ) )]

Sensor Angle (6) Mp g UNIT(uRppXuy )



9.8.é Relative State Updating (cont'd)

Computation of QE g7

@ Compute estimate of bias (:;} in measurement form:

A_p .4
T2 1]3-
(ypis initi-ally set to 0 and aitains a value after
measurement incorporation for a state (x) which
contains yo. '/Y\—B will be the corresponding compon-
ents-of §x in Eq, (119},

@ " Compute QEST from the appropriate equation identi-
. fied by the measurement code (ci):

Measurement

ResT
Relative Range . Rpp ¥4 .
Range Rate YLTP - uIiTP + oy
uR . ux
- Sengor Angle (8) Tan™* (_——-_'}‘__:EL_—m) + $
) uB—T? T
Sensor Angle (6) sin”t (s) + ¥

Computation of VAR

Equations for VAR can not be anticipated as easily as was
done for b and Qg since it is so strongly a function c?f the error
model for'the particular rendezvous sensor selécted for the final con-
figuration. The measurement variance can be a constant or some
function of relative range, range raté, ‘etc and it may. have a minimum
threshold, Consequently, equations for VAR will not be given at this
time,
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9.8.2 Relative State Updating {cont'd)

State Vector and Filter Update ai Measurement Incorporation Time

The n x n filter weighting matrix (W) is available from one
of the following sources:

At the first measurement incorporation:

1, Pre-loaded values based on'mission simulations

2, As an outpui; of the Automatic Initialization Routine

Between measurement incorporations at a given o

3. "From the computation (below) after a measurement
incorporation

¥

At the first measurement incorporation ¢f new tm:

4, From the Precision Extrapolation Routine*
5. From the Automatic Reinitialization Routine
: @ Compute n-dimensional.z vector for measurement
{ ci) from:
z=W' b
@ Compute n-dimensional weighting vector o, from:
© = : Wz

"This routine provides the state and bias portions of W when time in-
variant biases are modeled, For estimation of biases modeled as time

variant, appropriate equations in the Precision Extrapolation Routine
will be formulated,
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© 9.8.2 Relative State Updating (cont'd)

4 &

, Compute n-dimensional navigation update of x for
measured parameter Qi {code = ci) from:

@ Update x by:

X =X + 6x

Update W by

1
W:W-sz/(l-i- VAR }
T \ zZ . z + VAR
2,2 ~ Automatic Filter Weighting Matrix (W) Reinitialization

If reinitialization of the filter weighting matrix is required
{e.g. if navigated states A or B of Table I are utilized ), this opera-
tion may be accompiished autorhatically by the Automatic Reinitialization
Routine. This routine consists almost entirely of logic statements
so that there is no real need to present a description of equations here,
Instead, the detailed description of the routine willtbe provided by the
detailed flow diagrams, and a brief description of the approach will
be given in-this. section.

A cons ervativé approach is taken in that W is reinitialized
to pre-stored values more often than actually required but not at a
time which would violate accepted W matrix reinitialization ground
rules. The only exception to this is the case inwhichnot reinitializing
will most probably produce a greater performance degradation than a
reinitialization, The ground rules which prohibit reinitialization are:
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9.8.2 Relative State Updating (cont'd)

1, No reinitialization unless a minimum time ( TBEFCOMP)
exists prior to the final targeting computation for a

rendezvous maneuver,

2, No reinitialization following 2 "no tracking' interval
greater than NO TRACKTM seconds, until after 3
measurement incorporation times,

The only exception occurs when a maximum time has passed without
a reinitialization (WMAXTM) because of (1) or {2). In this casea
reinitialization is forced to occur immediately following a rendezvous
maneuver (representing a “no track" interval) instead of waiting the
required 3 measurement incorporation times as specified by ¢2).

2,3 Automatié Initialization Routine

2.3,1 Introduction

This routine provides a means for computing an initial filter
welghting matrix for recursive navigation which is closely related to
the actual errors in the computed relative state, Two position fixes
are required, The equations described relate to the problem of find-
ing the inertial state of one vehicle given in the inertial position of
the other and the relative position of the two,

The routine might be used if the inertial state of the primary
vehicle is poorly known, That is, the estimate of the relative state
is so bad that the (linear) recursive navigation filter does not con-
verge. This situation might arise, for instance, when (sensor)
acquisition does not occur until the range between the vehicles ig of
the same order of magnitude as the relative error between them,
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9.8.2 Relative State Updating (cont'd)

2,3.2 Program Input-Output

“"The required inputs to the routine are two sets of sensor
measurements at 1:1 and tz, and two inertial positions at tl and tz.
Also required are various assumed values for ingtrument performance *

to be used in forming the W matrix,

Ty
By } sensor measurements at tl
. 8
1
T
By } sensor measurements at ty
2
2
Mg sm
Ms M-NB {at tl and ’l:2 )} rotation matrices
MNB-m
m known inertial position of target at t
T } known inertial position of target at t
Or
og - } : a prioi'i standard deviation of sensor random
measuremernt errorsg
“g
Ty
r;B } a priori standard deviation of bias in sensor
measurement
T?a !
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9.8.2 Relative State Upaataing tcont'd)

*T & priori standard deviation of misalignment
Br | €T between sensor measurement frame and navi-
Y gation base
“p I o

) 2 priori standard deviation of stable member
Bp | "p misalignment
Tp

The cutput of the program is 2o (or E'I‘) at t2 andannxn
W matrix to use in relative state updating,

2.3.3 Description of Equations

The following equations are in two parts, computing the
state of the unknown vehicle and computing the related covariance
and W matrix, The first set of equations uses two position 'fixes" to

. solve Lambert's problem for the velocity connecting the positions.

Calculation of the State

Let L Bl’ 81 and r,, ,82, 92 be the measurements made by

the sensor at the times tl and tz. Find the cartesian vector E'I‘PS 1

in the sensor frame.shown in Fig, 2,

Trps 1,0 " r) cos 6’1 sin [31
Trps1,1 - " T8 g
TTpg 1,2 = ¥ ©08 6y cos B
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9.8.2 Relative State Updating (conié"d-}

Using the Same relations define Trps 2° 'I‘ra.nsf ormthe vector Ty

PS1
from sensor frame to reference frame,

S, T T
Brp1 = Mp_gsyve Msv-nB 1 MNB-m TS 1

Sunllarly define the vector RTP 9 from (r 32, 62 ). Depend:}ng onthe
value of logic switch, UPD, extrapolate elther the primary or target
vehicle to the times of the two fixes 'tl and 1:2. Using these two inertial
positions-the two relative positions, and the time interval At = £, -1

. . ] 2 1
find the velocity Yy 2 at t, via the Lambert Routine, The six-dimensional

state vector XU 9 at t is:

U2

Xup2 ~

~U 2

From two position measurements it is impossible to estimate any
bias, so those components, if included in the state, are set to zero,

Calculation of the W-Matrix

In rendezvous navigation it is the relative state which is
meagured and used to update either (or both} of the inertial vectors,
Associated with the relative state is the relative covar1ance matrix,

Asg an example the W matrix for a 9- dlmensmnal state 1nc1udmg con-
stant sensor bias is computed,

The error in the relative state is due to errors in the sensor

measurements r, 8, and § and to errors in the transformation matrices,

Mp s Msy-NB? MNB-m' The measured quantities.r. m? ﬁ , and

Gm inchide noise ¢ and bias 5,
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9.8.2 Relative State Updating (cont'd)

k=]
1

= (O'ra GBJ_O:B)

=
1

= (0, ngs ng)

Errors in the transformation matrices are due to stable member
migalignment and structural deformation between the sensor and the
navigation base, These errors in the two matrices Mg gy 20d
MNB;m are expressed as €p and _e_- These pseudo-vectors repregent
one standard deviation small rotations about three othogonal axes,

tho diagonal 9 x 9 matricesg

SIG and GAM are formed, It should be noted that n2, ré and n°, ap-
pear in SIG if each of those components of bias is to be estimated

From the values of g , . & and g

{as is done here), otherwise they appear in GAM,

Combinations of several 3 x 3 partial derivative matrices
make up a 9 x 9 mairix relating state error to the matrix 81G, Those
component mairices will now be computed,

The partial derivative matrix of relative position error in
the sensor frame due to errpr in r, 8 and §, DRDM_, is computed
by simply taking the necessary derivatives of the geometric relations:

rk’ 0 r, cos Bk sin Bk

rk, 1 - Ty sin Sk

rka = I, cos Bk cos 5k

Combined with transformation matrices the partial derivative matrices
allow the partial derivative matrix of relative position error in the
inertial frame to be written:

LT T T
DRDM, = Mg syt Mg -NB k MB-m PRPMg
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9.8.2 Relative State Updating (cont'd)’

‘The dependence of the velocity deviations 6V g g OB the two
position errors must be computed, The two matrices DVDR2 and

DVDR1 are derivatives of Lamberi's solution for the velocity at the

second point, They may be computed from values of semi-major

axis, ]./a.', eccentric anomalies, E. and S and C ( Battin's special

transcendental functions ) found in the Lambert Routine,

y - =

S (ax2)
C(a_xz‘)

}

reciprocal of semi-major axig
(El' - Ey}/ J@? (E = eccentric anomaly )

xzjc

Battin's special transcendental functions

Using these variables-and the following definitions proceed:

|53
)
UNIT (ry)

UNIT (r,)

_JZ—ax c

(c-38)/ (2ax?)
(1-ax®8 - 20/ (2as?)

- sin { Jm/ (4&1}?;
(3xSyDg)/ (2¢?) - %3 Dq
NEYERE:

y/rl-l
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9.8.2 Relative State Updating (cont'd)

G = FH
Yc = ' F/I‘l- G/Zy
A, = -G/a
Qy = af (2y¥) + 38 x [(2C)
ZL (F1+$2)r2/2a

V%a' = (1I:l+1?2)r1/2a

", .
Vld’x. = ((\F- qu) V—J:Q' + Qy rl)/D

2
Vyox = ((F'- Qya) Vya +Q )/ D
A
vl_y = r) -4 Vla: -aDQ‘Vl_ozxz
Y,y = £, -9 Va-aDg Ve
2y 2 2f Q V2
vwFE = -F(Vla/a+vly/2y)
VE.F T o= -F (Vgr/a:-k ng/ 2y)
VEG = Yc sz'l'Ac Vg-a
ViG o= Y Vy+A V Fy;t\‘lfrlz
o _ T
DVDRz— GI+r2 Vl_F +r1V_1_G
A T A T

DVDRl FI+I‘2 VEF +I'l VEG

(Iis the 3 dimensional identity matrix)
Combined with DRDM and DRDM the above matrices yield

the § x 9 partial derivative matr:.x relatmg the state to the matrix of
sensor random and bias errors,
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9.8.2 Relative State Updating (cc‘mt.'d)

DVDM, = DVDR; DRDM,;

DVDM, = DVDR, DRDM,

DVDE = DVDM, + DVDM,
.DVDM, O DRDM,

DSDS = DV.DJ.\.’I2 ]:JI'VI).M1 DVDE
{9x9)
0 0 I-

A second 2 x 9 partial matrix relates state errors-to un-
estimated sensor bias and the two misalignments, The additional

needed 3 x 3 component matrices are compuied now,

The matriz DRDE n.o | relates position erroratthefirst ”f].x
in the sensor frame {o misalignment between sensor and navigation
base

-

0 TIPS k, 275 TPS k1
DRDEwg 1% | ~Trpg k, 2 0 TrpS k, 0

'ppsk,1 “¥TPES k,.0 0

This matrix rotated in'io the referen_ce frame is:

T T . T
DRDEq = M M

R-SM MSM-NB 1 DRDE

NB-m TSl

In the same way DRDEy o is computed,
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9.8.2 Relative State Updating (cont'd)

The matrices relating stable member misalignment to error
in position in the reference frame DRDE p 18 computed in the same

way. It congisis of a matrix composed of elements of the relative

position vector in the reference frame Trpe

Using the chain rule allows the computation of the rﬁa.tr;ces
relating velocity to the two misalignments:

DVDE;I. DV]'JR2 DRDET o+ DVDR, DRDE

1 T1

DVDEP'

n

D"'J'D_'R2 DRDEP ot DVDR, DRDE

1 Pl

The dependence of estimated bias in r, § and 8 on the two
misalignments is given by the following two matrices,

) -1
DBDEq = DRDMg DRDE g ,

-1
DBDEL = DRDMg") Myg o Mo ng1 Mr-sy PRPErg 4

The complete 8 x 9 partial matrix is thus:

}:}}.:{DI\/I2 ]Z)R]')_I‘EJT2 DRDE

P2
DSDG = | DVDE . DVDE.-I. DVDEP
I DBDET DBDEP

The covariance matrix of errors in the relative state in the reference
frame is:



9.8.2 Relative State Updating (cont’d)

ar [51‘ &v 6b]
T

sv .= DSDS SIG DSDS* + DSDG GAM DSDG L
sb

The W matrix can be found from the above covariance matrix by
forming a diagonal matrix Ec consisting of the square roots of the
diagonalized covariance matrix, I the rows of the matrix RV are
eigenvectors of COV; that is RV is defined to be:

£
1
B2 = RV COV RVY
C
22
etc
The W matrix is then:
F‘E -
n
W = RVT B
Ca22
ete

(Note: The above indicates symbolically the definition of
W but the actual routine io compute W may or may not use the above
steps). The vector state [EUZ‘ EUE] , the time tz and the relative

W matrix are returned to the calling program,
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9.8.2 Relative State Updating (cont’d)

3, DETAILED FLOW DIAGRAMS

‘.This_section contains detailed flow diagrams for the Auto-
matic Initialization Routine and Measurement Incorporation Routine
of the Co-orbiting Vehicle Navigation Module, A nine dimensional
W-mairix is computed, The three adjoined elements are for constant
sensor bias in r, 8, and 6. " These particular biases were chosen only
as an example,

Two routines used are not yef documented: the Lambert
Routine and the Eigenvalue Routine,
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9.8.2 Relative State Updating (cont'd)

ENTER

B FIRSTMEAS = 0

i In%‘.l;:igzggn? NO i
AAA.U.:[:OI.I}_ii.C RENDWFLAG=1
- S | | e
Compute
W, xp (or xp)
-il
!

Read Rendezvous Sengor
output and time

Ql - Qi -.i- Qk’ k.l tm

(cl) S P

1)... (ck)

'

Read IMU Gimbal angles at t

Y
=0

ANGI = 0
Y

Precision Iniegration Routine

a Extrapolate W, Xps X io tm

Figure 3a DETAILED FLOW DIAGRAM ,MEASUREMENT INCORPORATION ROUTINE



9.8.2 Relative State Updating (cont'd}

WAIT3TM =
{ WAIT3TM + 1 -—»—{>

Yes

WAIT3TM = 0 ]

Maneuver = 0

RENDWFLAG=1
Wp=Wp
POSTMANWR
=0

T

Figure 3b DETAILED FLOW DIAGRAM, MEASUREMENT INCORPORATION
ROUTINE
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9.8.2 Relative State Updating (cont'd)

- PREVTM

TPIMAN > NOTRACKT

=1

) ——{WAITSTM =1 —>

RENDWI'T.AG=1
Wp = Wy, _{>

+ 180 sec)
-TIMEWR
>WMAXTM

:.:]4 FULLTRACK No
=1 '

RENDWFLAG =1

 WRg=Vg

v v

+ POSTMANWR=1 —{4 -

Figure 3¢ DETAILED FLOW DIAGRAM,MEA SUREMENT INCORPORATION
ROUTINE
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9.8.2 'Relative State Updating (cont'd)

W=WR
RENDWEFLAG=0
TIMEWR =tm

4

i=itl
XR T I " Xp

ANGI

]

Compute MS
Gimbal Angles

ux,.,
Wm,

Uz

M-Np from IMYU

= M- mMsy-NBMR -sMm

V/

Figure 3d DETAILED FLOW DIAGRAM ,MEASUREMENT INCORPORATION
ROUTINE
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9.8.2_ Relative State Updating (cont'd)

v

Compute b
from c. and tables
(Seétion 1)

Compute QEST

from Cs and tables
{Section 1)

¥

Compute VAR (TBD)

z =W'b
W = - 1 Wz
- z-z+ VAR =

6%
acceptable ?
{ Automatie
Mark Reject
Routine TBD

Figure.Se DETAILED FLOW DIAGRAM,MEASUREMENT INCORPORATION ROUTINE
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9.8.2 Relative State Updating (cont.'d)

PREVTM = tm

Wait
TBD

sec

current
time

- (tm 4+ Atm).

>0

Cycle to @

Figure 3f DETAILED FLOW DIAGRAM,MEASUREMENT INCORPORATION
ROUTINE )



9.8.2 Relative State Updating (cont'd)

ENTER

i

Input

U'r.l GBJ 0'9; Tlx.. T]B, 7?9: _E_:_P: ET: ._UPD

SIGI_1 = o, SIG,__L4 = SIGll

SIG22 =- SIG

SIG33 = og

q

™
[4)]
—t
0
1

22

&
Gl
1

SIG3 3

GAM22 =90

{

GAM44 = €

GA‘I'VI55 = ¢

H
-
[

GAI'\J'IS5 =

m
] B2
-

V]

GAM,? 7 =

m
-
=

GAMS

<

2
P
9
8.« . p,
2
GAMg, = €p

v

Figure 4a DETAILED FLOW DIAGRAM,AUTOMATIC INITIALIZATION ROUTINE
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9.8.2 Relative State Updating (cont'd)

READ SENSOR, CLOCK, IMU
T B O i Moy nB

;

Trps K0 = ) cos Bk gin Bk
TTPS k,1 = T 810 Oy
Trps k,2 © r), cos ﬁk coSs 'Bk

$ T

T T
Brp k Mg _sm Msn-NB x MNB-m ITES k

PD>
, N Y
Precigion Integration Precision Integration
Routine Routine ]
)\ Extrapolate Target To Extrapolate Primary To
b b
Ik | Ipk
'ux“ Itk Brpy IEUk=£Pk+ETPk

A

Figure 4b DETAILED FLOW DIAGRAM,AUTOMATIC INITIALIZATION ROUTINE
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9.8.2 Relative State Updating (cont'd)

, DT =ty -t

é

CALL LAMBERT ROUTINE ('TBD)
T

Ty Iy 20 D
Resume Yy g0 @ B E,, 8, C

UPD >1
N Y
r I
_| o2 1 fua2
Xpg = Ira 7| |
Ty 2 YU 2
% B — %7
Y
k=1

Figure 4c DETAILED FLOW DIAGRAM,AUTOMATIC INITIALIZATION ROUTINE
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9.8.2 .Relative State Updating (comt'd)

2
cos 91{ sin Bk r) cos Bk cos Bk -rp sin ek sin ﬁk
DRDMSk= - gin Bk 0 -T) €os Hk
cos .?k COS 'Bk -Iy cos Bk sin Gk ~r sin Bk cos Bk
/
T T T
DRDM, = Mg _spr Msv-nB k Myp-m PRDMy
fx=2}]
k
1 l
- ¢
x = (El—EZ)/\hzl
y =% /¢
] = |z |
U1
Ty = |zy,2 |
A a—
o | =ryaln
A -
T2 =TIy g/ Ty
Q = d2 —ax® o
Dy = {c-38)/(2-ax’)
D =(l-ax285-20/(2ax’)
C
DQ =-Sin(\lax )/ (4Q Nax™)

v

Figure 4d DETAILED FLOW DIAGRAM, AUTOMATIC INITIALIZATION ROUTINE



9.8.2 Relatjve State Updating (cont'd)

Qg = 3xySD_/ (2¢) - x° Dy
F =\u/yle

i yie

G  =FH

Y = Ffr -Gf2y

A, =-GJa

Qy = af (2{F) + 3xS/ (2¢)
D = Qq +Q, a Dy

Vie = (8 +1)r, /2

Vi = (T +T,)r/ 2

Vyex” = ((ry -Qy Q) Vé_af +er1)/D

VEQX = ((ry-QyQ) Vzai-erz)/D

vy =T -Q Vje - @D V.l_crxz

sz = ;'2 —Q\T:’ga - DQ Vzaxz

vl_F = -F(vl_a/a+vly/2y)

VEF = ~F(V2a/a+vzy(2y) )
VG =Y Vi + A, Ve ~Fyr/r,

Figure 4e¢ DETAILED FLOW DIAGRAM,AUTOMATIC INITIALIZATION ROUTINE
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9.8.2 Relative State Updating (econt'd)

VG = Y Uyt A, Uy
T T
DRDR, = Gl +1, VF" + 1) VG
T - T
DVDR, = FI+T, V%F +1) VyG

l

= DVDRl DRDM1

-
DVDM1

DVDM2 = DVDR2 DEDM

Y

2

DVDE = DVDMl + DVDMZ '
DRDM 0 DRDM
2 2 Rk
DSDS =| DVDM, DVDM, DVDE
{9x0)
0 0 |

l

k = 1
r ~

0 TIPS k,2 - TTES k,1
DRDE g = ~Frps i, 2 TS k, 0
*TPSk,1 STPSk,0 o

A v

b

I is the 3D identity matrix

0 is the 3D null matrix

*

Figurenﬁlf DETAILED FLOW DIAGRAM,AUTOMATIC INITIALIZATION ROUTINE
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9.8.2 Relative State Updating (cont'd)

A\

T T T
Tk~ Mr-sM Msm-NB k MNB-m

: T T
*rp s k ~ MsM-NB k MNB-m ITPS k

%

DRDE DRDETS Kk

| 0 TPSM k,2 “TTPSM k, 1
DRDEp | =f “Trpgnk, 2 0 TTPSM k, 0
*TPSM k, 1 “TTPSM k, 0 ¢
DRDE_ . = MY ... DRDE
P k- Mr_gm PRDEp
— g

DVDET = DVDR2 DRDET 5 F DVDR1 DRDET 1

DVDEP = DVDR2 DBDEP 5 ¥ ZDVD.'R1 DRDE

i

_ -1
DBDET‘ = DRDMS 1 DRDE

!

_ -
DBDE, = DRDMg Myp - M

Figure 4g DETAILED FLOW DIAGRAM.AUTOMATIC INITIALIZATION ROQUTINE

P1

TS 1

DRDE

sM-NB1YR-sMm TS 1
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9.8.2 Relative State Updating {cont'd)

I
DRDM, DRDE;, DRDE,

DSDG = | DVDE DVDET: DVDEP

I : DBDET DI%DEP

—~

COV = DSDS SIG DSDST + DSDG GAM DS DG ¥ -

;

CALL EIGENVALUE Routine ( TED)
INPUT : COV -
OUTPUT : E, RV

Ret‘ul“n:. 2 tza w

Figure ¢h DETAILED FLOW DIAGRAM,AUTOMATIC INITIALIZATION ROUTINE
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9.8.2 Relative State Updating (cont'd)

4, SUPPLEMENTARY INFORMATION

The equations preseanted in this report are the results to date
of studies performed under a G & C shuttle task to develop G& N
equations for automatic rendezvous, Two fundamental approaches were
taken in these studies: (1) automate proven Apollo rendezvous naviga--
tion -equations; (2 ) develop optimum rendezvous navigation equations. .
By presenting the equations in the general form shown, they are made
to reflect formulations developed using both approaches (1) and (2),
Analyses performed tc; evaluate the filter equations are reported in the
references,

To complete the autoination of the Apollo filter, an automatic
mark reject routine remains to be formulated,
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9.8.3 Rendezvous Guidance (TBD)

9.8.4 Rendezvous Attitude Control (TBD)
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9.9 STATION KEEPING MISSION PHASE

Station keeping begins with the targeting for braking as the Shuttle
approaches the target vehicle sometime after TPI. This phase includes
braking targeting, braking, positioning for station keeping, automatic
station keeping; repositioning'to station keep at a different position
relative to the target vehicle and/or in preparation for docking.
Automatic station keeping here means the presefvation of a precise
relative position with the target vehicle with no Tequirement for manual
commands. Automatic station keeping may occur before docking, after
docking, and on missions in which docking does not occur. This phase
ends when the docking maneuver begins, or when the shuttle is separated
from the target vehicle with no intention of preserving a precise
relative position with it.

The software functions required in this mission phase are the
following:

l. Estimate relative state of target vehicle based on
external measurements.

2. Estimate absolute states of both shuttle and target
vehicle.

3. Compute (target) the braking AV(s) required, their
direction, and the time(s) of ignitionm.

4. Execute braking maneuver by commanding engine(s) on,
providing attitude commands during braking, and
commanding engine(s) off.

5. Powered flight navigation.

6. Automatically preserve a relative position and attitude
with the target vehicle by pericdic RCS engine on/off
commands with a minimum-fuel technique. 'Spatial and
angular requirements and allowable variations during
automatic station keeping are TEBD.

7. Provide RCS engine commands to achieve commanded
attitude during AV maneuvers and during coast periods
(digital autopilot).
Repositioning for docking maneuver initiation, for a separation maneuver,
or for station keeping at a different relative position is assumed to

be a manual function and therefore no software for performing these
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maneuvers automatically is required:.

A.flow of sof tware functions during station keeping appears in
Figuré 1. Some functions overlap with other-mission phases and only

those eﬁuations not‘provided in eariier sections are discussed here.

9.9.1 Relative State Estimation (TBD)

9.9.2 Station Keeping Guidance (TBD)

9.9.3 Station Keeping Attitude Qontrol {TBD)

9.9-2



£=6'6

MU

Engine
On/0ff
Commands

t

Engine
Throttle
Command

(&
Externai
Sensor
q shuttle
A2 Navigation g target |

T R & R to Known
i Gnd Beacons

Orbital

Nav

Sensors

Targeting &
Guidance

——.....-..-.._..._._’.
&

Autopilot

Attitude
Commands

gm Measured attitude

o

Gnd
Beacon

Figure 1,

q = estimated position, velocity and attitude

Flow of Software Functions During Station Keeping

Actual
Attitude



9.10 DOCKING AND UNDOCKING

The two distinct events are described as one phase since the
events are essentially reversals of one another. The distinction between
the docking event and terminal rendezvous is the point at which the man-
euver defined by the docking constraints on such variables as range,

tange rate, attitude, and attitude rate is initiated.

The mode of docking is still open; that is, it has not been
determined whether the docking will be performed manually or automatically,
with a manual backup capability. The GN&C software functions to be per—~
formed during this phase are based on an automatic docking with manual
backup. The docking SW functions are:

a) Specific force integration updates of relative states

during translational burns. This function will maintain

the relative state between the orbiter and its co-orbiting
target during orbiter burns.

b) Maintain attitude—hold about a desired orientationm.

c) Compute and command steered-attitude RCS AV maneuvers for
docking,

d) Make high-frequency steering estimates between guidance
samples for docking.

e) Provide three-axis translation control.
The 8W functions for undocking are:

a) Configure all GN&C systems for the next mission phase.
b) Schedule undocking.
¢} Compute and command AV translations.

d) Ptovide capability to advance inertial state vector from an
initial state to a fimal state.

e) Provide for specific force integration updates of relative
state during burns associated with undocking.

£) Compute and command attitude-hold RCS AV maneuvers.

Figure 1 displays a function flow diagram of the docking GN&C software

functions.
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9.10 DOCKING AND ‘UNDOCKING (con't)

Presently, no specific sensors for automatic docking have been
baselined. However, control laws and a navigation routine have been ap~
proved by the GN&C Software Equation Formulation and Implementation Panel.
These equation formulations are described in the followlng references:

a) E. T. Kubiak, "Automatic Docking Control Law,'" MSC
EG2-3~71, date 5 January 1971.

b) E. P. Blanchard, G. M. Levine, "Docking and Undocking
Navigation," MIT No. 2-71, dated January 197l.
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9.10 DOCKING AND UNDOCKING {cont'd)

Docking Sensors je
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Figure 1

Overall Functional Flow Diagram
for Docking and Yndocking
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9.10 DOCKING AND UNDOCKING (cont'd)

SPACE SHUTTLE

GN&C SOFTWARE EQUATION SUBMITTAL

Software Equation Section Docking and Undocking Submittal No. -~

Function Relatiwve Navigation

Module No. ON3 Function No. -2, -5, -8 (MSC 03690)
Submitted By: E. P. Blanchard, G. M. Levine Co. MIT
{Name)
Date: January 1971
NASA Contact: W. H. Peters Organization EG2
(Name)

Approved by Panel IIT K. J. Cox kT fivC Date 3/10/71
(Chairman) )

Summary Description: The objective of the Docking and Undocking

Navigation Program is to use the data from the docking sensor to

determine the relative position and attitude of the target vehicle

with respect to the shuttle. These guantities and their rates are

computed periodically and used in the generation of puidance

commands during both the docking and undocking procedure.

Shuttle Configuration: (Vehicle, Aero Data, Semnsor, Et Cetera)
Assumes a docking sensor which meagures the azimuth and elevation
angles to each of four sources located on the target vehicle.

Comments:

(Design Status) The algorithm for source identification is TED.

(Verification Status) Open-loop testing has been performed simulating
the sensor-~target geometry and the sensor. .

Panel Comments: The equations are baselined subject to the qualifica-
tion that they are based on a sensor configuration which has not been
baselined. Also, the range and range rate computations must be co~
ordinated with those in the Automatic Docking Control Law.
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9.10.1 Docking and Undocking Navigation

1, INTRODUCTION

The objective of the Docking and Undocking Navigation
Program is to'use the data from the docking sensor to detérmine the -
relative position and attitude of the target vehicle with respect to the
shuttle, These quantities and their rates are computed pelliodically
and used in the generation of guidance commands during both the
docking and undocking procedure,

The docking sensor measures the azimuth and elevation
angles to each of four sources located on the target vehicle. The
configuration of these four sources is designed to permit recognition
of one source by its angular position relative to the other sources
under all allowable rotations of the shuttle with respect to the target
vehicle within certain restricted operating limits, As long as the
operating-limit resirictions are satisfied, it is not necessary for the
sensor to identify individually the sources; i, e,, the sensor portion
of the system does not have to associate a particular source' with
each set of azimuth and elevation angles, that process can be ac-
complished computationally, Furthermore, in this case, the data
from only three of the four sources are required to obtain a corriplete
relative position and attitude solution, The velocity and attitude rates
are determined by numerically differencing two position and attitude
solutions’

On the other hand, if the operating-limit restrictions are )
violated, then the equations have multiple solutions, and all four sets -
of data must be used to resolve the ambiguities,

An additional reason for the presence of four sources is to
provide an option for selecting the best combination of three sources;
i, e, , at close range to permit selection of sources which fall within
the sensor field of view, and at long range at provide a combination.
of three sources which yield a more accurate solution,
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9.10.1 Docking and Undocking ﬁg‘rvigation (eon't)

NOMENCLATURE
A Intermediate matrix
a, ‘Azimuth angle to source i
B Intermediate matrix
C Cos 40°
e; Elevation angle to source i
f Rate indicator
FLAG Flag used in iteration
FLAGm Flag used in rate calculation
I Negative radicand indicator
XS ‘
ivg } Unit vectors along shuttle coordinate axes
175
ixT
i. YT } Unit vectors along target vehicle coordinate axes
izt
K 0.4 or 2,5 depending on selected source set
k Index used in rate calculations
M ‘Transformation matrix
m Index used in rate calculations
mij " Element of M
n Index used in rate calculations
p Source set indicator
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9,10.1 Docking and Undocking Navigation .(con't)

e |

(RS

pe

e

old

Subscript S
Subseript T

Relative position vector between docking hatches
Rate of change of r

Vector from sensor to source i

Magnitude of r, -

Vector from source i to source j

Magnitude of A-I:ij

Maximum value of Sy
Iteration interval end points

Sin 40°
Trial value of rl
Vector from sensor to shuttle docking hatch

Vector from source 1 to target vehicle docking hatch
Y1 Yar V3

Rate of change of 4- .

Rotation angles

81 -7,
Previous value of Ar
Navigation cycle time-
Error tolerance

Angle between lines-of-sight to sources i and. j

Scaling factor

Shuttle coordinates

Target vehicle coordinates
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9.,10.1 Docking and Undocking Navigat:.ion {(con't)

2. SOURCE CONFIGURATION AND OPERATING LIMITS

In this section, the configuration of the four sources on the
target vehicle is described, and the operating limits under which -
unigue relative position and attitude solution can be obtained is dis-
cussed,

Refering to Fig, 1, define a coordinate system fixed in the
target vehicle with 6rigin at source 1; X axis parallel o the docking
axis; and igrs 1y and i, 7 unit vectors along the three axes. Let
;. be the vector from source iio source j, Then the locations of

sources 2, 3, and 4 are defined by

cos 40%
= 0.4p| - sin 40°
0

Laor

cos 40°
TigT = P o
sin 40

/cos 40°
2.5 p {-sin 40°}
\

1

LiaT

where the subscript T dencies target vehicle coordinates and p is a
scaling factor, )

In order to discuss the restricted operating limits, define a
coordinate system centered at the docking sensor in the shuttle with
unit vectors i—XS‘ i—YS’ and i_ZS along its axes, Again, let the X axis
be parallel to the shuttle docking axis, Lei 4 1° Yoo and « 3 be the
three rotation angles which make the shuitle coordinate gystem pa-
rallel to the target vehicle system (the condition required for docking);
i,e,, a rotation of the shuttle system about the X axis through an
angle vy 1 then a rotation about the resulting Y axis through an angle
Yo» and finally a rotation about the resulting Z axis through an angle

73 make the two systems parallel,
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9.10.1 Docking and Undocking Navigation (com"t)

Pde

X'T
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Figure 1 TARGET VEHICLE COORDINATE SYSTEM AND
SOURCE CONFIGURATION
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9.10,1 Docking and Undocking‘N}:wigétion (con't)

If the X (docking) axis of the shuttle is kept within 30° of
the target vehicle docking axis, then an identification of the four
sources can be made. Figure 2 illustrates the appearance of the
sources for various relative vehicle attitudes for the case of zero v 1
The center illustration shows the appearance of the sources when the
two vehicles are properly aligned for docking; the other eight illus-
trations show the appearance at various poinis on the surface of the
30° cone defining the operation region,”

For all relative vehicle orientations within the operating

region, the following two facts hold:

1) Sources 1, 2, and 4 lie on a straight line,

23 The observed distance between sources 1 and 2 always
has the same ratio with respect to the observed dis-
tance between sources 1 and 4,

These two facts permit identification of the four sets of paired azimuth

and elevation angles with the four sources,

The source configuration has also been selected to assure
that fob all relative vehicle orientations within the 30° operating re-
gion the distances from the sensor to the sources will satisfy the
relationship I« Ty <Tg STy, This relationship provides the resolu-
tion of the multiple solutions which would otherwise exist in the

navigation equations,
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9.10.1 Docking and Undocking Navigation (con't)

Figure 2 APPEARANCE OF SOURCES V8 RELATIVE
VEHICLE ATTITUDE

9.10-11
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9.10.1 Docking and Undocking Navigation (con't)

3. FUNCTIONAL FLOW DIAGRAM

The sequencing of functions performed by the Docking and
Undocking Navigation Program is described in this section and illus-
trated by the functional flow diagram in Fig, 3.

The program is called periodically by the Docking and Un-
docking Guidance Program. The first function performed is to
identify the four sources from the two facts discussed in Section. 2.
Next, the appropriate sources are selected and the unique relative
position and attitude solution is determined. Included in this solution
is the relative position of the two docking hatches, The final step is
to compute velocity and angle rates by differencing two golutions for

position and angle.

4, PROGRAM INPUT-OUTPUT

The required inputs to the program are the four sets of
azimuth and elevation angles of the four sources relative to the dock-
ing sensor; and two indicators, the first of which indicates which of
the two combinations of three sources (1, 2, and 3}or (1, 2, and 4)
have been selected, and the second is used in the rate calculations,
The outputs of the program are solutions for the relative position of
the two docking hatches, the rotation angles between the two vehicles,
and the rates of change of these quantities.

Input Parameters

(a;, ;) )
(29, )
) Four sets of paired azimuth and elevation angles but not
(a3, 63) ideniified with any of the four sources
(ay, ey)"

9,10-12



9.10.1 Docking and Undocking Navigation (con't)

Enter from Guidance

¢

Identify Sources

i

LSelect Appropriate Sources

¥

Compute Position Vectors of

Appropriate Sources

é

Compute Rotation Angles

:

Compute Relative Position of the Two
Docking Hatches

|

Difference Present and Previcus Solutions to Obtain
Velocity and Attitude Rate Information

'

Exit to Guidance

Figure 3 FUNCTIONAL FLOW DIAGRAM
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9.10.1 Docking and Undocking Navigation (con't)

The elevation angle is the angle between the line-of-sight and the XY
plane of the shuttle coordinate system, The azimuth angle is the angle
between the X axis of the shuttle coordinate system and the projection
of the line-of -sight on the XV plane, See Figure 4.

{2 if selected source set is (1, 2, 3}

r Source set indicator =
4 if selected source set is (1, 8,4)
Number of cycles separating

f Rate indicator = differenced solutions in rate

calculations,

Ouiput Parameters

Position vector of target vehicle docking

H

S

X
hatch relative to shuttle docking hatch in
shuttle coordinates

r f

Tg Rate of change o Yg

Rotation angles

I = (?1172.'73)

Y= (‘71, ';2,1.'3) Rates of change of rotation angles

5. DESCRIPTION OF EQUATIONS

The computational sequence during the Docking and Undock -
ing Navigation Program and the related equations are described in
this section. These equations are recomputed every guidance cycle,
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9.10.1 Docking and Undocking Navigation (con't)
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9.10.1 Docking and Undocking Navigation (con't)

_5_ 1 Source Identification (TBD)}

The first step in the program is {o associate each of the
four sets of azimuth and elevation angles with a particular source,
The procedure for performing the association is based on the two
facts discussed in Section 2; i, e,,

1) Sources 1, 2, and 4 lie on a straight line.

2) The observed distance hetween sources 1 and 2 has
the same ratid with respect to the observed distance
between sources 1 and 4,

The algorithm used is TBED,

5,2 Angles Between Lines-of-Sight

The cosines of the three angles between the lines-of-sight
from the sensor to the sources in the selected set { baged on indica-
tor p) are computed from

ae = e. e 5 (a. - a.
cos elJ cos e; cos ]co ( i a.J)

+ sin e, sin e,
1 J

for

i} = 13, 1p, and 3p
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9.10.1 Docking and Undocking Navigation (con't).

5,3 Distances to Sources

- Left £1,'£’2, iB’ and r, be the vectors from the gensor te
the four sources, The magnitudes of the three vectors associatec
with the selected sources satisfy

r, = r,cos @, +\lr 2’—(1 cosze ):r:‘2 )
3770 13 * T3 137 1

_ 27 2 2
I‘2‘ = I‘s cOs ‘932 - ‘\r32 - (l - COS 932} I‘3

_ 2 2, .,..2 !
r, = r, cos 912 - \Vrl2 -{1 - cos 612.) T,

-

or

2

1
-
=
1

. 2
rg = Tycos Oy, + \lr g cos” @yq) 1y

2

2
ry = Ty cos 934+\r - {1 - cos 4934)r3

9 1

. 2 3
) = Ta00s Oy~ \[Fyy" - (Lmcos” 0,0 Ty

These equations are solved by an iterative interval-halving process in
which S, 2 trial value of Ty, is -used as input to compute an output:
value of r, by means of

r. =1 cosaz + rr 2-(1-c0529 ).s 2 !
3 1 13 13 137 %1
2 2 a !
= + - -
r, = rjcos B3p + \JrSp (1 - cos 939) g (1)
_ . ' . D) T ‘2 . -2 i.
r = rp cos Blp \lrlp - (.1‘ - ¢_:o§'- Blp;) rp-

where the upper and lower signs correspond, respectively, with p=4
and p=2, Agreement between §, and r, indicates a correct solution,
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9.10'.1 Docking and Undocking Navigation (con't)

The iteration is initiated by computing the maximum possible
value for r; based on the sensor measurements

Pl

r

I“ = __is_—
M ooZg
1-cos” 813

Then, using Ty 28 the first value for 85 values for To, rp, and ry
are computed from Eq. (1), During these calculations, it is possible
for one of the radicands to be negative, in which case the selected
value of &, is too large, If this occurs, the value of s, is halved, and
' the'computations are repeated. The process continues until three
real numbers are obtained for s, rp, and r, as functions of sS4 (It
should be noted that once a value of s 1 wh_ich produces a real solution

has been determined, then all smaller values of 5. will also yield a

1
real solution, )

The difference between the input and output values of T is

computed from
Ar=g, -1 {2)

Assuming that a negative radicand did not occur, the value of

sq is halved, and new values for r rj, T and Ar are computed, If

no sign change in Ar occurs, then 3;51 is again halved and the procedure -
repeated until a polarity change in Ar occurs, When the sign change
does occur, the last selected value of 54 is increased by one half its
value and the polarity of the new resulting Ar is tested. This interval-
halving procedure, increasing or decreaging 8, by one half of each
ncrement taken, is repeated until the difference Ar is less than the

degired exrror level e,

This procedure is based on the fact that Egs. (1) and (2)

represent Ar as a continuous function of s I there are two values

1°
of s, one of which yields a positive value of Ar and the other a nega-
tive value, then there is some value of = between thege two values

for which Ar is zero - the desired condition.
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9.10.1 Docking and Undocking Navigation (con't)

During the first calculation of Ar, if a negative radicand re-
sults, then a special procedure must be followed after the vah_1e of 8 1
which yields real values is found, Whereas in the first case it is
known that the correct value of 5, is not larger than e in this case
the solution could be larger than the value of s, for which real (but
incorrect) values of Ta, rp, and r; resulted. This ambiguity is re-
solved by performing one pass through Egs, (1) and (2) with s, equal
to zero, Comparison of the sign of the resultmg Ar with the mgn of
the previous Ar indicates whether 84 should be increased or de-
creased, This same procedure is used if, during an increage in s

l.l
a negative radicand occurs,

The details of the iterative procedure are shown in the tlow
diagrams of Section 6.

5.4 Source Position Vectors

The position vectors of the‘three selected sources are ob-
tained from

cos e, ¢O08 a.
i 1

Tijg = ¥j|cose; sin a; {(i=1, 3, p)

sin e,
i

where the subscript S denotes shiittle coordinates,

5.5 Transformation Matrix

The transformation matrix M from shuttle to target vehicle
coordinates is computed from

where
=(Fias  Zips  Tizs X Eppe)
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9.10,1 Docking and Undocking Navigation (con't)

i, ' - y-1
Beilyzr  Zjpr  ZigrXEer)

o /1
[ c? 1 c
E‘Z" 3 KpS S
Vo c
\ s s
C = cos 400
S = sin 40°
0.4 if p=2
« {
2,5 if p=14
138 = I3gs " Ig
Zi1ps T Eos T I
5.8, Rotation Angles

The rotation angles Y1 Voo and ¥ g are obtained from

= sin1 (m..)
Yo T . 31

S
73 = -gin (—.._.2'.'_1__)
- cOs 'yz

oy m
v, = ~sin (32
cos v,
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9,10.1 Docking and Undocking ﬁavigatibn (con't)‘

where mg,, My, Mg, are elemenis of M according to

My Mg Myq
M =] mg, mg, myg

Mgy Mgy Mgg

5.9 Relative Position Vector Between Docking Hatches |

The position of the target vehicle docking hatch relative.to
the shuttle docking hatch is computed from

_ T
Tg=-¥gtrgt M zqg

where y and z are the locations of the shuttle and target vehicle dock-
ing hatches relative to their respective coordinate system origins, and
the S and T subscripts indicate shuttle and target vehicle coordinates.
Note that ¥s and Zep BT fixed constants,

5.8 Velocity and Attitude Rate

The estimated relative velocity and estimated relative at-
titude rate of the two vehicles are computed by differencing the
current relative position and attitude solution with the solution £

eycles in the past as follows:

';i=['yi(t) —yi(t-fAt):I/fAt (i=1, 2, 3)

rg =[£S(t) - g (t -fAt)]/fAt
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9.10.1 Docking and Undocking Navigation (con't)

During the first cycle, no Fate information.can be computed,,
and during cycles 2 through £, the current and the first solutions are

used in the calculations,

This procedure provides smoother estimates of the rates
from cycle to cycle than if successive values of relative position and

attitude were used,

6. DETAILED FLOW DIAGRAMS

This .section contains detailed flow diagrams of the Docking

and Undocking Navigation Program,
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9,10.1 Docking and Undocking Navigation (con't)

Prior to {irst entry the
following are set:

m= -]
ENTER
l FLAG =10
m
Iﬁput

(al, el), (az, ez). (a3, e3), (a4, e4), p, f

¥
Identify Sources (TBD)

!

. = 8 e. e oS8 « = 4.
cos 913 COE e, cos ] (al )

J

+ gin e, sin e,
1 J

for ij = 13, 1p, 3p

r

r - 13

1 - cos 913
I =0
FLAG =0
Yola = 0
€ = TBD
Thew =T
S =r

M
M
Figure 5a DETAILED FLOW DIAGRAM
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9.10.1 Docking and Undocking Navigation (con't)

Do Eq. (1)

rslr’

and *y real

Figure 54

AT g = AT Tnew = 51 4 R

- l Ar=sl—r1 I=1 —_——
Told = Tnew
3

Figure 5b DETAILED FLOW DIAGRAM

9.10-24



9.10.1 Docking and Undocking Navigation (con't)

T
I'c:ald new

rnew 1

Figure 5¢ DETAILED FLOW DIAGRAM
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9.10.1 Docking and Undocking Navigation (con't)

Figur.e 5b
4

Yes

FIAG=1

cOosS e. COS a.
1 1

w5 X e. sin a.
s i]C0% % i

gin e,
i

fori=1, 3, p

i35 7 L35 " L3
T1ps ™ Ips " Ls -
K=04

Figure 54 DETAILED FLOW DIAGRAM
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9.10.1 Docking and Undocking Navigation (con "£)

A=(Zj3s  Ijpg  Iysg XZXyog)
c 1
1 C2 1 (C 1 c
B=| 1f_ & C
2 e
S S
MY - AB
m = m + ]
LA T
] Yo = X
Y 52

Figure 5¢ DETAILED FLOW DIAGRAM
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9.10.1 Docking and Undocking Navigation (con't)

g1 = Ig
Isp = Ig
FLAGm=l
m=20 -
ot st T Ig
n=m-+1
k=m
m=m+1 =
]
v = (v, -y,_.)/0aAt Y
1 - Sk -m Exit To
e Guidance
Ig = (Zgy ~ Zgm)/ A

Figure bf DETAILED FLOW DIAGRAM
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9.10.1 Docking and Undocking Navigation (con't)

7. SUPPLEMENTARY INFORMATION

The Docking and Undocking Navigation Program described
in this report has been operated as an open loop, simulating the
sensor-target geometry, the sensor, and the computations yvielding
as outputs the relative state vector and attitude between vehicles,
The program is valid and the configuration chosen periorms as ex-
pected. A chart and tabulated results appear in Ref, 1,

It is planned to continue the present program effort to provide

a closed loop capability which will include a guidance law® for Dock-
Ing and Undocking, and anautopilot with capability to operate with the
guidance law and the vehicle and engine characteristics, The navi-
gation program will be modified to incorporate Kalman Filtering
which should enhance the navigation and provide better assessment

of the relative state vector, It is also plammed fo add a scale change
or zoom capability to the sensor model used such that improvemgnt

in the accuracy of the state vector can be achieved at long ranges,

A simplified guidance law will be implemented initially with growth

to more sophisticated guidance laws as deemed necegsary,
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9.10.1 Docking and Undocking Navigation

Reference

1. Blanéhard, Earle P,, NAS 9-10268 Aufomatic Docking GN& C
Equation Development, 21 December 1970, 70-4081.-7,



SPACE SHUTTLE

GN&C SOFTWARE EQUATION SUBMITTAL

Software Equation Section_ Docking and Undocking Submittal No. 3

Function _Automatic Docking Control Law

Module No._ 0C4 Function No. =4, =6 (MSC 03690)
Submitted By: E. T. Kubiak Co._ MSG/GCD
(Name)

Date: January 26, 1971

NASA Contact: W, H, Peters Organization EG2
(Name)

Approved by Panel III K. J. Cox 1£T Gog Date January 26, 1971

Summary Description: _The automatic docking control laws provide the
attitude and translational commands for the doeking procedure which
is defined to-begin at a range of 1000 ft. The procedure ilnvolves
two sequential control tasks, The first brings the orbiter within
stationkeeping range (=150 ft.) and the second accomplishes docking
with minimum docking hardware comtact position dispersions.

Shuttle Configuration: (Vehicle, Aero Data, Sensor, Et Cetera)
No docking sensor configuration is defined but jet accelerations
are assumed.

Comments :

(Design Status) The design is in the conceptual stage with required
filters still to be designed.

(Verification Status) Will be simulated on an orbiter docking
engineering simulator.

Panel Comments: The range, range rate, and relative attitude computations
in these equations must be coordinated with similar computations in the

Doeking and Undocking Navigation equations.
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9.10.2 Automatic Docking Control Law

1. Introduction

The docking procedure is defined to begin at a range of approxi-
mately 1000 feet. From this point, there are two sequential control
tasks. The first task is to bring the orbiter within stationkeeping
range, say 150 feet, with a lateral displgcement of 10 feet or less from
the desired approach path and relative rates of one half ft/sec/axis or
less. The second contreol task is a successful docking with minimum

docking hardware contact position dispersion and transmitted impulses.

Significant improvements over the original control law (Refer-
ence 1) are (1) minimum use of relative angle measurements which have
large errors, (2) direct control of the probe tip which provides tighter
control, and (3) reduced time for the dockiﬁg procedure dus to improved

logic. The first two points are also discussed in the reference.

-~ In generating this control law, the following assumptions have

been used as ground rules:

a) Measured quantities available from the sensors are
range, R; LOS (line-of-sight) angles for pitch, «,
and yaw, 8; and relative orbiter/target attitude
(¢g, 6r, ¥R). As the orbiter is to be autonomous,
no other information (e.g., target position or
attitude) is available from ground tracking or
computer initialization,

b)  Range and LOS angle measurements will have greater
accuracy than relative attitude angle measurements
(particularly at longer ranges).

e) It is desirable to have at least a brief station
keeping period prior to the final phase (assumed
to begin at 100 ft range) of docking, providing
the opportunity for a final check of thrusters,
docking mechanisms, GN&C systems, and sensor
systems.

d) The docking procedure begins at approximately
1000 £t range and should conclude in 5 to 10
minutes (plus any time spent in the station
keeping mode).
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2.10.2

Automatic Docking -Gontrol Law (con't)

e) Sensor measurements provide the only available
information with regards to the passive vehicle's
" relative state (no data 1ink).

£) It is assumed. that the target vehicle is under
attitude control and that any target vehicle
motion due to attitude control limit cycling is
negligible (a good assumption for CMG control).

Nomenclature

Translational acceleration

LOS pitch angle

105 yaw angle

Factor in phase-~plane switching lines
representing the relative importance

of time vs. fuel minimization

Distance along +X body axis from
orbiter c.g. to sensor location

Line~of-sight

Relative orbiter/target roll attitude
Relative orbiter/target yaw attitude
Range

Total closure time

Relative orbiter/target pitch attitude

t¥ yaw torques
*8 pitch torques

ty thruster forces

. *Z thruster forces

Orbiter body rate
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9.10.2  Automatic Docking Control Law (con"t)

X Y ,2Z
cg  cg

Cg
XLCS’ YLCS’ ZLCS

X,Y,%Z
P P P

L0S angular rate

Initial separation distagce
Initial closiﬁg rate

C.G. position errors

Position errors in LOS coordinate
system

Probe position errors
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9.10.2 Automatic Docking Control Law (con!t)

2. Coordinate System Definition

Before proceeding to equation formulation, the following coordi-

nate systems must be defined (see also Figure 1).

a) Body coordidate system (BCS) - origin at c.g. of
+X{ ‘axis towards nose’ along centerline, +Y towards
right wing, +Z down.

b) Sensor coordinate system (SCS) - sensor and docking
mechanism location assumed coincident along +X body
axis at distance % from orbiter c.g., which also
defines the origin location. Direction of axes,
same as body axes. : ¢

¢)  LOS -Coordinate System (LCS) - origin same as the
SCS. Direction 'of axes defined by L0S pitch and
yaw rotations from SCS +X axis.

d) Target coordinate system (TCS) - origin located
at passive vehicle docking mechanism assumed
coincident with reflectors. ~X axes defines the
desired final approach path. Y and 2 complete
the right hand system

3. Functional Flow Diggram

The sequencing of functions performed by the Automatic Docking
Control Law is described in this section and illustrated in the functional
flow diagram in Figures 2a and 2b,

The program calculates the probe to target vector and determines
whether Phase 1 or Phase 2 control is desired- If Phase 1 control is re-
quired, calculate the position and velocity errors for phase-plane control
using the sensor measured pitch and yaw LOS angles, ¢.g. to target range,
and the estimated vehicle to target,attitudé. Based on these values for
position and velocity errors; enter the X, Y, and Z-axis phase-plane

control logic and computé translational commands.

For Phase 2 control, compute the range position error using the
sensor measured pitch and yaw LOS angles, ¢.g. to target range, and the

estimated vehicle to target attitude. Passing this signal through a
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9.10.2 Automatic Docking Control Law (cont'd)

" Calculate probe to
target vector

Determine control region -

P —————— .

Phase 1 Region

Ly

Using docking sensor
inputs, compute relative
position and velocity errors

\

Enter X, Y; and Z-axis
phase-plane logics to
determine AV commands

¥

Coordinate Ab commands
with CSM RCS-type DAP
for rotational cohtro]

f

Return to probe to target
vector calculation

Figure 2a. Phase I Control Functional Flow Djagram
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Phase 2 Control Region

4

Compute range position error
using docking sensor inputs

!

Obtain rate error by filtering
the position error

i

Enter range control phase-plane
logic to computer Avx.commands

+

Compute probe and C.G. Tateral
position errors using docking
sensors “inputs

Obtain lateral rate errors by
filtering the position errors

I

/

Enter Zp and ch phase~plane
logics to obtain coordinated
Uy and Ue thruster firings

Enter Yp and ch phase-plane
logics to obtain coordinated

UY'and U, thruster firings

v

|

attitude control

Perform CSM RCS-type roll

|

vector calculation

Return to probe to target

Figure 2b. Phase II Control Functional Flow Diagram
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9.10.2 Automatic Docking GControl Law (con't)

filter, obtain the rate errcr. Enter the range control Phase~plane logic
to compute jet firing times for X-axis translation control. Compute the
lateral position errors of the probe and c.g. and determine the res-
pective rates by a flltering routine. Enter the ¢, g. and probe phase~
Plane logics to obtain coordlnated £Z thruster firings and 0 pitch
torques for Z-axis and pltch control, and coordinated *Y thruster flrlngs

and *¥ yaw torques for Y—axis and’ vaw control,

. 4, Program Input-Qutput

The docking sensors have not been baselined, but in this develop-
ment, basic 1nputs have been identified. These inputs 1nclude range,
LOS pitch and yaw angles, relative orbiter/target attltude, body rates,
the distance between the orblter c.g. and probe as measured along the
+X body axis, and estimates of the RCS jet control authorities. The
outputs of the program are RCS jet firing times.

Input Parameters

R Range between orbiter and target vehicle

o 'LOS pitch angle

B LOS yaw angle

on Relative orbiter/target toll angle

BR. Relative orbiter/target pitch angle

TR Relative orbiter/target yaw angle

YpoDy Orbiter angular r?tes .

£ . " Distance between orbiter c.g. and probe
as measured along +X body axis’ :

a Translational acceleration capabillty
of the orbiter (lateral and #X body)

Uy, Ué RCS transldtional acceleration along

Y and Z axes
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9.10.2 Automatic Docking Control Law (con't)

RCS angular acceleratlon about pitch
and yaw -axes

u u

8’ v

Qutput Parameters

tRegion X RGCS jet firing time (and sign) for
various regions of the phase-plane
logics
5. Description of Equation
5.1 Phase I Control

Phase 1 is defined as the control period during which the
orbiter is brought from some post rendezvous state (range about 1000
feet) into the stationkeeping state.” ' In the sequence of ﬁontrol actions,
the first step is to define as a pitch/yaw réference, the LOS vector from

the sensor to the target (i.e., ¢ =g = 0, see Figure 3). -

The roll reference is defined such that Z is parallel to ZT
(i.e., the relative roll angle is zero). The attitude error, (¢R, o, B}
will. change slowly due to relative motion and vehicle body rotation.
This error will be measured and filtered once per second. Control logic
will be basically the same as the CSM RCS, DAP with a deadband of 5°.
When the vehicle's attitude is within the deadband for all three axis

translational control is begun.

In the translational .control formulation the TCS is considered
to be inertial (orbiter mechanics neglected). The control problem is
to translate the orbiter from its initial state to a limit cycle region
which has as its position reference (- 150 0, 0) in the TCS. The ideal
trajectory, time and fuel-wise, is the straight line between the initial
condition and (-150, Q, 0) in the TGS. One of the more precise control
processeg which could be used to follow this trajectory is:

a) Generate displacement and rate vector in the
ICS from measurements and matrix computations.
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9.10.2

Automatic Docking Conitrol Law (cont’d)

PITCH {X_, Z_) PLANE

YAW (XS, YS} PLANE

Figure 3
L0S Angle Definition
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9.10.2 Automatic Docking Control Law (con't)

b)  Select a delta V to (1) null velocity component
normal to displacement vector, and (2) provide
the desired closing rate along the displacement
vector.

c) Determine components of delta V in BCS and im-
plement commands.

d) Reiterate computations to null residual errors.

The performance of such a process would be very dependent on the
relative angle measurements used in numerous matrix multiplications.
As these measurements are not highly accurate, particularly at initializa-
tion range (1000 ft or more), another process will be used which performs
the same function and requires much less computation.

a) Compute position error amd vehicle relative rates
in LCS.

b) - Input position errors and relative rates to phase
plane switching logic to determine delta V commands

c) Recycle accbrding to some selected sample frequency.

For this scheme, Figure 4a shows how the ZLCS positicn error

is determined to be

ZLCS = 150 sin (o + BR) - %sino

Similarly, Figure 4b dindicates

YLCS = ~150 sin (B + WR) + fsinf

Finally, the X position error is

XLCS = R + £cos@RcosTR - 150

The relative velocity of the orbiter with respect to the target
vehicle in the LCS is equal to the negative of the deriwvative of (B.+-£).
As R is rotating in inertial space with an angular velocity of
(wLOS + mBODY)’ the expression foq the derivative is

d _
it REDypg = R+ (@

R+ (@pg * popy) xR+

Ypopy * £
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2.10.2 Automatic Docking Control Law (con't)

"
Assuming 2 is colinear with the XLCS axis, then % = [2 0 0]

R 01 ¢
R =1]0 W ne” =1 G = |6
0

%08 _I 2pony

Also,

-

which yields the following derivatives

Xes = R

YLCS = —R(‘i’R + B) - £¥R
ZLCS = R(BR + a) + 28R
Figures 5a and 5b show the geometry relating to the YLCS and ZLCS

equations, It should be noted in the position- and ' rate efuations that

R and % are always positive quantities.

i

Also, as BBODY and wBODY very nearly equal_QR and WK and further

as the body rates may be known much more accurately than the relative

angle rates,.—eR and WR may'be replaced in the Y
. PY Opopy and Ty

1CS and ZLCS computations

The translational control law is based upon the parabolic switch-
ing logic which is the optimal control for minimizing time and fuel for
2 .
a 1/s” or double integrator plant. Figure 6 illustrates this optimal

logic where the available control acceleration is u = fa.

The factor K. in the fz(i} and f4(£) switching curves is the rela-
tive importance of time vs. fuel minimization (i.e., increasing X decreases
tim? and inFreases fuel and vice veréa). As K + w, fzti) > fl(é) and
f4(X) -+ fS(X)’ which is the time optimal solution (no coast_zones). The
docking logic will have separate values of K for range control (X) and
laterai control (Y, Z) and those will be selected from the allowable

docking time comstraints.
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9.10.2 Automatic Docking Control Law (cont‘d)

2-,

For a change in ¢R

Yies = (R + 2) ug y

Mics

1 2 | O -

For a change in g,

Yics = -Re
To?ai Yics = C=R(p + B) - -2

Figure ba

YLCS Calculation
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9.10,2 Automatic Docking,Contxél Legw (cont'd)

2 R .
X
+A9R i
R
+ABR
r
Ly
2
For change in B>
iurc = (R +2) %R
] -2,,"‘
X
T
5L cs
2 2

For change in o,

Zicg = Ra

Total ZLCS = R(eR + a) + 28

Figl

ZLCS Calculation
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9.10.2 Automatic Docking Contxol Law (cont'd)

1 52

Figure 6

Time-Fuel Optimal Control Logic

9.10-48

b



9.10.2 Automatic Docking Control Law {cén't)

5.2 Phase I .Range Contxol

The maximum desired docking time is 5 minutes or 300 seconds and
the control acceleration is .2 ft/sec2 (using two of the available four
thrusters for fiper éontrol). Assuming a worst case initial separation
and closing rate Ff 1500 feet and zero, respectively, the slowest possible

path is shown in Figure 7 (A to B to.C).

Figure 7 - Maximum Closure Time Trajectory

A to B is the control trajectory and B to C is the slowest

trajectory in the coast zone., Hence, the total closure time is

T = tAB + th

The equation for total position change is,

1 .2 I K 2
L = 2t at P 5P

Also, as the rate clianges from A to B and B to C must be equal,

at,, = a ()

AB XK + 4’ 3¢
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9.10.2 Automatic Docking Control Law. (con't)

From these three equations, ome can solve for K and X/(K + 4}

8X s 2X

k _ __o K _ 0
B 2 K+4 2
aT - [f-X*O aT" - ZXO_
For .the given values of a, T and X » K =1 and IK/(K + 4) = 0,02, (1)

Fipally, to permit coastlng between some p051t10n deadband,
modifications must be made to the optimal logic shown in Figure 6.
Assuming a 5 foot deadband the complete modified logic is shown in

Figure 8.

Figure 9 defines the phase plane switching regions. In Region I,
the desired control action is to drive the rate to 0.25 ft/see (line seg-
ment AB)., The thruster firing time is determined from AX = at or

= X"ozs _ -
tRegion T ——TET‘T_ = 5 X-=1.25 . (2)

This firing fime,-of course, should be no longer than the control sample
period to make use of feedback. Because of inaccuracies in modeling it
may be necessary to include a hysteresis line bordering Region I to
eliminate chatterlng (see Figure 9). This will be determined at a future
date.

In Region II, the desired control action brings the state into
the coast zone with an opposite rate sign (example trajectory CD shown
in Figure 9). The desired rate change c¢an be found by first writing
the equation for the trajectory CD and then 51multaneously solving thlS

equation. with fa(X). The. former equation is

gt =1 2
X-X % X
o2
1 "o .-
1 - = X
whgre X XO + 2 2
: 1 K+ 4 2
and the latter X_ = 3, ¢ % ) X
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9.10.2 , Automatic .Docking Control Law (cont'd)

1
PRLENIIEELY
IR ERREES]

Phase 1 Range Centrol

8.10-~51

HHHHHHH B
: j X, ft/sec.
.2
:f]?(x) = -2.5X TS
i COAST REGION 1.0
|_I “.2‘—
f,(X) = -12.5X
: A
i 0.5
I X = -2.5% +5
? et .
-10 HE -8 £ -6 3 -4 1 o AL
X
} -1.0
Figure 8




9.10.2 Automatie Docking Control Law (cont®d)
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X

Region II

\ Region III
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Figure 9

Phase 1 Range Control Regions



9.10.2 Automatic Docking Control Law (con't)

The intersection is given by

x=(§

INT )3

iﬁmz‘

Hence, the firing time is-glven by

_ ax _ X .
i:Reg:i.cm 1 %o + L + kK _ X! (3
a K+ 2 3

Finally, Region IIT is designed to provide smooth limit cycle

operation, the control action is to drive the rate to zero. Hence,

-
.

" a

>

tRegion I1T 0 (4)

5.3 Phase 1 Lateral Control

Simitarly, X for lateral control, can also ‘be found from the
constraints, the acceleration is .2 ft/secz, max1mum docklng t1me equals
300 seconds and maximum initial position and veloclty errors of 150 feet

and '3 ft/sec, respectively. Figure 10 shows the slowest trajectory.

fl(X) .

£,(X)

. I x
N |

Figure 10 - Maximum Lateral Closure Time
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9.10. 2

Automatic Docking Control Law (con't)

Again, three equations can be found to solve for K,

time, T = t, + tee
position, K; = —|%O|T +-% atzAB +-%'a (K E 4)t2BC
rate, a tAB = a(ﬁ’%‘ZDth + ]iol

The equgtions for X and (K E—é) are found to be

K and ¢

K+ 4

- - L] 2
% 8a (X, + [%,]T) ~ 4[%,]

lﬁolz + @am)? - ha (X, + ]ﬁdim)

. - . 2
2a (X, + |X0|T) - |x0|

K
K+4 '2 } 0
(aT)” - 22 (X, + !XOIT)

K

) are calculated to be 0.594 and 0.12%9, respectively.

Finally,

Figure 11 depicts the lateral Y, Z control logic which also has a 5

foot deadband modification.

are of the same format as that shown for range control.

5.4

contact.

Phase 2 Control

The control regions and thruster firing times

Phase 2 control begins at the stationkeeping state and ends at

For a minimum dispersion docking the following parameters and

their derivatives need to be controlled:

a) Range

b) Lateral probe position errors
c) Lateral c.g. position errors
d) Relative roll

e) Relative pitch and yaw



9,10. 2 ' Automatic Docking Control Law (cont'd)
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Phase 1 Lateral (Y,Z) Control
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9.10. 2 Automatic Docking Control Law (con't)

5.5 Phase 2 Range Control

In addition to the obvious constraints of maximum time to dock-
ing and impact velocity, there may be other constraints; for example,
jet plume impingement restrictions. However, until these later con-

straints are defined, they will be neglected.

The coordinate system uséd‘is the TCS. The position error is

given by

X = R cos (BR + a) cos (WR +-B) + zcosekcos?R -2

This quantity will be filtered to provide X.

The .control law will basically be- the same as. the previously
discussed time-fuel optimal 16gic with the addition of a rate limiting
zone for.éoasting:during the final "d" feet of the docking maneuver
(see Figure 12). fl(X) is the curve dictated by two jet braking. K for .
fz(X) can be determined by choosing a maximum time for reaching the.rate
limiting logic for a worst case set of initial conditions. Selecting a
maximum time of 3 minutes and a worst case I.C. of ﬁo = .25 ft/sec and
X, = 150 feet, than K =.0.2734 and (=———) = 0.06404. TFor this value

: K+ 4
of K, it can be shown that the maximum closing rate is less than ‘2 £t/sec.

The upper béundary in the rate limiting zone is set by the
maximum impact velocity comstraint which is assumed to be 0.1 ft/sec.
The lower boundary is a function of maximum allowable time for coast
and the distance for coast, d;‘ Assuming a 100 seconds and 5 feet, res-—

pectively, the lower limit is 0.05 ft/sec,

There are three control regions. The first is the one lying to
the right of the parabolic coast zone and above the rate limiting coast
zone. Here the control should aim for a rate of 0.075 ft/sec (mid-way

in rate limiting zone).

X - .075
X, - .07 | )

a

tRegion I
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Figure 12
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9.10.2 Automatic Docking Control Law (con't)

Region IL lies to the left of the parabolic coast zone and the
line X = ~(d + .1). Contrel requirement for this region is to bring
the state up to the lower parabolic switch line. Firing has been derived

previously in a similar calculation.

X '
t . = G K X
Region II ";:- + \/QK 0 2)]];;"]] (6)
2
' - 1 X
vhere X' = XO + 3 g

Finally, Reglon III lies to the right of the line X = -(d + .1)

and below the rate limiting coast zone. The firing time is

tRegion IIT a 73
5.6 Control of Lateral Probe and C. G, Position Errors and

Relatjve Pitch and Yaw Angles

Lateral probe position error should be controlled directly be-
cause the allowable lateral probe displacement at impact is likely to
be quite small (one foot or less). Indirect control, by simply nulling
C.8. position and relative pitch and yaw attitudes, can cause signi-

- ficant lateral dispersions (see reference). However, as lateral probe
position error is a function of lateral c¢.g. position errors and the
relative pitch and yaw angles, the controls for all three must be co-

ordinated.

Considering the X-Z plane-first there are three pairs of wvari-
ables to be controlled (ch, ch) (Zp, ZP) and (eR, BR). During this
phase of control the two translational parameters will be calculated asg
follows in the TCS (see Figure 13).

R sin (9R+m)+ﬂ.sin9

ch R

™~
It

R sin (BR + o)
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9.10.2  Automatic Docking Contrel Law (cen't)

The respective rates will be obtained by a filtering routine to be

determined.

The control inputs are, of course, the %Z thruster forces, Uy s

and the +8 pitch torques, Uq s which are applied in the following manner;

Zp = uZ - Rua
Ccg - uZ
GR = u9

Intuitively, it can be seen that explicit comntrol of any two of

the variables (Zp, Z GR), implicitly controls the third. For example,

cg
a control which forces two of the variables into prescribed limit cycles,

indirectly bounds the remaining variable into some limit cycle. As ZP
has already been chosen as one of the variables to be controlled directly,
it only remains to select either ch or GR for the other directly con-
trolled var;able. Either is acceptable; however, ch is chosen because

U, has five times more control authority than u, and by this choice ﬂue
can be used exclusively for Zp control. Summarizing, at this point we
have u, for exclusive control of Zc and fu, for exclusive control of

Z o 6

ZP where u, is a known disturbance of Zp. In block diagram form, this

is represented as:

u Z
Z ,Z Z cg’ “eg
- CE cg - . -
Control Dynamics
Y and .
. A Z
Z 4, Z Ruﬁ Sensors P’ P
- P P -
Control
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9.10.2  Automatic Docking Control Law (con't)

As an aid in defining the control, it is helpful to visualize
the desired control state. Realizing that there is a minimum control
impulse on ch and GR which necessitates deadbands, Figure 14 indicates
the ideal control state, Effectively, we have Zp located on the approach

path with ch moving up and down in a deadband. Requirements for this

condition are

(1) z -8 =0

A method of approximating this control state is to (1) drive (Z cg’ Z )
into a deadbanded limit cycle (consistent with allowable B range),

(2) drive (Z . ZP) into a very small deadband 1imit cycle, and (3) use
dlfferentlal jet firings to approach Z_ = 0 (i.e., take advantage of the

small control impulse available from u, = ﬁue).

A final consideration is that ch and Zp should be within their
deadbands before the range control has reached the rate limiting zone.
As the maximum closing rate is 2 ft/sec, the minimum time for this is
150/2 or 75 seconds.

Switching logic for (ch, ch)

The switching logic will have the same form as that used for
Phase 1 except there will be a different deadband and value of K for
the fz(X) function. The deadband is dependent on the per axis allowable
misalignment angle, vy.

Hence, we have

Z _DEADBAND = gsiny
cg

Assuming a v of 2° the ch deadband is 2.5 feet. To determine K, we
insert T = 75 seconds and worst case initial conditions inte the pre-

viously derived formula
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9.10.2 Automatic Docking Control Law (con't)

+ - 2
8a (X5 + [x,]m - 4 1%,
2,2

I}'Iol2 + 2"t - da(x, + Iib]T)

Assuming X, = 10 ft and Xy = —.25 ft/sec, K = .2265. However, as the
value of K used for Phase 1 control, 0.594, is more conservative (i.e.,
longer hence quicker) it will be used for simplicity of logic coding.

A final modification from the Phase 1 logic is necessitated by the
differential jet firing technigue which will be used to null Z ., It
requires the minimum delta V impulses available from the Z—-translation
and pitch jets to be the same. As u, is approximately five times smaller
than Ug» the minimum jmpulse from u, must be increased proportionately.

The control regions are the same as that previously used for lateral

control.

5.7 Switching logic for (Zp, Zp)

The control for (Zp, Zp) will also be a modified form of the
time - fuel optimal switching logic. Figure 15 illustrates this logic.
The linear acceleration from the pitch thrusters is five times greater
than that from the translational thrusters, hence, for two thruster

acceleration

n@) - o5, @) = 322

To determine K for the fz(ZP) function we must again revert back to the
worst case initial conditions and maximum allowable time (this was chosen

in the range control law to be 3 minutes). Worst case initial conditions
from the stationkeeping phase are shown in Figure 16. The position error

is seen to be about -11 feet whereas velocity error is sgbout -1.2 ft/sec
(due to minimum impulse rates from translational and rotatiomal contxol).,
Using this I.C., K is found to be 0.0575 and K/ (K + 4) equals 0.0142, These
small values may be increased slightly because of the high sensitivity of

the f2(ZP) function to a rate error in ZP. The desired deadband as shown
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9.10.2 Automatic Docking Contre} Law (cont'd)
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9.10.2 Automatic Docking Control Law {cont'd)

Approach path

Figure 16

Worst Casg Positioﬁ 1.C.
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9.10.2 Automatic Docking Control Law (cOnEt)

in Figure 15 is one foot. To account for u, thruster firings the phase
plane is broken into several control regions, as illustrated in Figure 17,
With no Z-thruster control disturbances, s the firing times for Regions

I, II, and III are calculated in the same manner as the other phase planes.

Namely,
- .125 ;
=) ——_— = - .
tRegion I a X 125 &)
X
t, . 0 / K X'
ReglOIiI. IT PO \’ (‘"“—“—K T 2) 3 (9
£ = % _
Region III = el XO (10)

However, in Regions I, II, and III, if a non-zero command is scheduled
from the (Z g’ Z ) phase plane, and this would cause the (Z s 2 ) state
to diverge (because of disagreement in sign), then this command 15
treated as a disturbance and the (ZP, ZP) firing time is increas?d pro-

portionately for opposing commands

‘Region I, II = ‘Region I, II +'% £z, 7) (D
However, as the net acceleration during this disturbance peticd is re~
duced by 20 percent,convergence time in the phase plane may be increased.
If this proves a significant factor,K will be increased. Commands in
the proper direction are not compensated for as this would cause chatter—
ing during long Z firing times. In Region III a u_ command in either

Z
direction should be compensated for

et

= i+ = .
FRegion III Region 11T ¥ 5 Y(z.%) (12)

as the desired control action is to drive the rate to zero.

Finally, in Region IV, no control action is taken unless there

is a u, command; then the desired control action is to drive the rate to
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9.10.2 Automatic Docking Contzol Law (cont'd) -
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9.10.2 Automatic Docking Control Law (con’t)

zero through differential jet firings.

z +

Hence, the 'sign of the control

sign_(aue)
The firing time by

tRegion v

A dual relation exists for control in the X-Y plane (sce

Lu, t

is given by

sign (ZP + uzT

The firing time equation is

w, t Ty < . .
Z Z,Z) B Z , 2 = 0
P ( (p 1))

@, )’

Figure 18). The. position errors are

Y
cg

Y
P

-R sin (¥_ + B)
sin (R B)

Applicable control accelerations are

v =
Yeg T 0™
L

p MY + Euw

The desired end condition requires

(1) ¥ + 8y

g

(2) YP, Y

p

R

Il
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9.10.2 Automatic Docking Control Law (con't)

The switching logic is identical except for Region IV where the

sign of the control effort is given by
Sign (Eu‘i’) = -sign up +uy t(Y’ Y)) (15)

and the firing time is given by

- Lty ey (16)
—zuw

FRegion IV’

5.8 Relative Roll Control

Relative roll control will be the same as that used in Phase 1
except that the deadband will be reduced to comply with docking con-
straints and close-in measurement accuracies. Two degrees will be

assumed initiélly.

b. Detailed Flow Diagrams

This section contains the flow diagrams for the Automatic

Docking Control Law.
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9.10.2 Automatic Docking Control Law (con't)
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9.10.2 Automatic Docking Control -Law (con't)
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9.10.2° Automatic Docking Control Law (con't)
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9.10.2  Auvtomatic Docking Control Law (con't)

®

DVCW) = SENTLG # DV ed)

Y TE N MND ZE-AAS
_ CEMMAND L ¥

CENSTANTS FOR M- ANIS CAMMAND WEG&IC

QENSTANT AQCELERATVN AVAILAGLE MANG
A - AXAS
Kz 1.0 = gPTIMIZATIGN FALCISR ¥R TIME VS, PUEL

O = 0.2 pr/sec? =

XvB=z 5.0 gT. '( SEE TPHASE PLAMNE 1IN THE TFTA\GURE)
DXDB 20,25 FT / SET ('Sé& PHASE PLANE) .
%DBP= 4.5 FT ( SEE PHASE PLANL)

DXT = 0,125 ET/SEC = X be-s’\e.v.b TOR REQEN 1

K Y Ano Z-AXIS COMMAND LG 1S EXAETLY  LIKE wwE
X~ A3 LT CEXCEPYT RER  THE FELLOWING CQSANSTANT

K= Q.594



LL-0T"6

REGILEN

|

4

*ya

PHASETLT FRANGE

LONTROL

(3,u03) meqy Toizuon Buryooqg 2T3IBWOINY 7T’ 4

~ DXTeDB
I\ .
REGION 2 Wy YT ST OXTET
\"“ DATEGD
[}
v
1]
. A
L s o
>y DD g
REGLON 3

DXTGD =
DATGET =
OXTGo8
D = 5.0 FT
K = D.2734
nY 0,8 T

D5 ¥T/SEC
.075 FIT/SEC

0
D
= 0.4 FIT/SEC

P



9.10.2 Automatic Docking Contxol Law (con't)
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9.10.2 Automatic Docking Control Law (con't)
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9.10.2  Automatic Docking Control Law (con't)
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9.10.2  Automatic Docking Control Law (con't)
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9.10..2 Automatic Docking Control Law {con't)

Y pass THRW
MINDAPT ¢

THis MBoDuLE Wil
CRLCULATE ALL SENSZQR
FurTPuTEs AND SENSER
Erges :

T wvys MEDULE WiwnL
CALCULATE THE
RATATIONAL STATE
EATIMATE ©%BM Sensae.
FuT PuTsS ’

THIS MEDULE WiLy
CALCULATE Tk
TRANSLATI6NAL <STATE

ESTIMATE PROM <eaSER

FuTPUTS

THWYS wadpubs Wil
BE THE RETATIOMNAL
FPHASE PLANE LB&\&

MINDAP

WL F (TE)
LHMINDER, TS,

DT, Ts)

CAaLL
INIT VAL

GET MINDAS
LNCLE “T\ME

LnLCuLaxe
T AT IR KX WAW
PALMMETERS

CALL
PPSEST

9.10-84

CsM RCS DAP



THIS MBDULE Wiwwe BE
THE TRANSLAT\ENAL
PRASE PlLANE LOKIQ

Wl ﬁquugﬁi WLk
CRLCULATE THE LENGTH
8% TWE FRHRLE AND
TELQUE CeMNMANDS

THUS MESWLE Wik
SCREDULE  TARCE AND
TERQWE ATPLA\CATIZNS

MINDAP

AND J3PQ ENDED

'S RESLUEBDWLED

9.10. 2, Automatic Docking Control Law (eon't)

QALL
COMNDT

ChLL
FTSCHD

T
Femaes)

9.10=85

. E.G,, SAsCL%



9.10.2 Automatiec Docking Control Law (con't)
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9.10.2 Automatic Docking Control Law (contfd)

Reference -

EG 2-70-149, "Docking Sensor Error Model," dated 16 September
1970,
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9.11. DOCKED OPERATIONS

- The GN&C functions during docked operations are undefined.

Some of the .candidate functions are the following:

1. Taréeting for Rendezvous, Deorbit, Orbit
modification.

2. Absolute and Relative Navigation.

3. Proyide Guided AV's to the Spaée Station.
4. Attitude Control of the docked cluster.
5. 8ensor baliﬂration and Alignmept.

6. System Monitor, Test and Checkout.
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APPENDIX A
APPICABLE APOLLO SCFTWARE

The concepts represented by portions of the Apcllo on-board
software have been designated as being applicable to the Shuttle Onboard
Software. These applicable Apollo concepts identified in the references

below represent a foundation on which to develop shuttle software:

Guidance System Operations Plan for Manned CM Earth
Orbital and Lunar Missions Using Program COLOSSUS 2E
Section 5. Guidance Equations (Rev. 12)

P30 - External AV Maneuver Guidance Pg. 5.3-17

P31 - IMU Orientation Determination pg. 5.6-2

P52 - IMU Realignment Program pg. 5,6-6

NasA — msC



