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1.0 INTRODUCTION

This document describes the Space Shuttle onboard navigation systems character-
isties. 1Its purpose is to serve as a standard source of equations and numerical
data for use in error analyses and mission simulations related to Space Shuttle

development.

The senscor characteristics described in this document are used for Shuttle
onboard navigation performance assessment. Complete models are not always used
for such studies, depending on the analyses to be performed, the capabilities of

the computer programs, and the availability of computer resources.

This document is not a control document. Controlling documents ineclude- the Shut-
tle Operational Data Book (refs. 1-1 and 1-2), the Coordinate Systems for the
Space Shuttle Program (ref. 1-3), and the Space Shuttle Astrodynamical Constants
(ref. 1-4) software configuration controlled input loads and trajectory design

input data baseline.

This document will be revised periodically. Suggestions for these revisions

should be brought to the attention of R. T. Savely, FM8, at NASA/JSC.

1-1
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2.0 INERTIAL MEASUREMENT UNIT

2.1 GENERAL DESCRIPTION

The inertial measurement unit (IMU) used dh the Space Shuttle provides an
inertially-fixed stable platform. Mounted on the platfom are accelerometers
that measure nongravitatioﬁal accelerations and rate-integrating gyroscopes,
which drive the gimbals. The platfor; is suspended by four gimbals to provide
all-attitude rotational isolation of the platform from vehicle motion. The
gimbals are read by gimbal angle resolvers, which yield body attitude informa-
tion with respect to inertial space (fig. 2-1). The outputs of the IMU

(inertial accelerations and body attitude with respect to inertial space) are

used by navigation and guidance for estimatiﬁg position and velocity.

The alinement of the platform to a desired orientation is performed by first
determining the present orientation and then aceurately torquing the platform to
the desired alinement. In-flight alinement is accomplished by optical sightings
on stars using'eit@er the star tracker (sec. 5.0) or crew optical_alinement
sight (COAS) (sec. 6.0). Prelaunch alinement is performed by gyro compassing/
leveling in which the gyros and accelerometers are used to orient the platform

with respect to Earth rate and local gravity vectors.
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RX1=3ingle Speed (8x) Resolver (Redundant Roll)

Figure 2-1.- Inertial measurement unit component diagram.
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2.2 SIMULATION APPROACH

The IMU provides a measurement of the nongravitational acceleration applied %o
the IMU in the form of delta-veloecity outputs, Aﬁb, from a set of three
orthogonally-mounted accelerometers. A measurement of the vehicle attitude is
provided by the platform gimbal angles, E} which define the orientation of the

vehicle with respect to the inertial orientation of the platforum.

An environment simulation provides the true vehicle acceleration, ar, in a
reference inertial coordinate system and a set of Euler angles, g, which de-
fine the vehicle attitude relative to the reference system. Vehicle rate data
may also be supplied by the environment, but we have chosen to derive the body

rate within the IMU model.

Figure 2-2 presents a block diagram for an IMU simulation. The functions of

each block are as follows:

a. Bloek 1 - eompytes the vehiele orientation matrix Tgy.

48

A

Tgr = F (3)

where F (8) is the transformation matrix that represents the rotation from

reference inertial space to body coordinates defined by the Euler angle set |

b. Block 2 - the inertial acceleration, agy, is transformed %o body

coordinates.

ap = Tgias

where Tpy is computed in block 1.

2-3
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Block 3 - computes the average body attitude rate vector and the average
body attitude acceleration vector over the time interval At. The change in

body attitude is given by
R = (1ar)y (7507 _ a¢

The average body attitude rate vector, Wy, is computed for the eigenaxis ro-

tation defined by R,

Rz - Bap

1
Y8 = 5% R31 - Ri3
Rio - Ry

assumiﬁg small attitude changes, sin ([w]At)=|wlAt.

The average attitude acceleration vector is given by
op = ((QB]t - (QBJt f’At)/At

Block U4 - computes the sensed acceleration, 24, by adding rotational terms.
ag = ag + g x (W x r) +-QB xr

‘where ap was calculated in block 2, Wg and Qp were calculated in

block 3, and r is the position vector of the IMU with respect to the center

of gravity of the wvehicle in body coordinates.
Block 5 - expresses the sensed acceleration in ideal platform coordinates.

ap = (o) (rpr)T as
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where a, was calculated in block 4, Tpy was calculated in block 1, and
Tpy is the transformation from reference inertial coordinates to ideal plat-

form coordinates.

Block 6 - computes the platform drift vector, d, using the gyro error model

equations presented in section 2.3.1.

Block 7 - computes fhe-platform initial misalinement error vector, go, for
either in-flight or prelaunch alinement using the equations presented in sec-

tion 2.3.2.

Block 8 - updates the platform misalinement matrix, M. The platform
misalinement matrix is the rotation from ideal platform to actual platform
coordinates. The change in M due to gyro drift, d, over time interval At

is given by

My = RMp _ g

where R 1is the transformation matrix for the eigenaxis rotation about the

drift vector d, assuming d 1is constant over the time interval At.
R =1+ (1-cos8)U2/dp? - (sind)U/dg,

where d, 1s the drift rate magnitude, |d},

I is the identity matrix

§ = d At (eigenaxis incremental drift angle)
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0 ~-d, dy
U = d, 0 -d,
~dy dy

The initial misalinement matrix is formed from the misalinemerit error

vector, ¢, computed in block 7 as follows:

Mg = I+ (1-cosd)V2/02-— (sind)v/¢

where ¢ 1is the misalinement vector magnitude, I@ol
- s
0 ~bog ¢oy
v = boz 0 ~box
L"q’oy box 0 |

Block 9 - transforms the sensed acceleration from reference platform coordi-

nates to actual platform coordinates.

p

1
d

= M_gp

where a, was computed in block 5 and M was computed in bloqk 8.

-

Block 10 ~ generates the simulated sensed delta-veloeity vector Qﬁ;.

Where gy is the accelerometer output before quantization

Aa is the accelerometer error (sec. 2.3.3)

At is the time interval between accelerometer samples

is computed by block 9 and -assumed to be constant over time

interval At.
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Nondestructive quantization of the accelerometer data is performed in the

following manner:

Ve = Veoae + AV

é_Y_p = Q(_V_t) -4 (Et—ﬂt)

where Vi is the accumulated delta-velocity vector at time t, generated by

summing the nonquantized accelerometer outputs over the simulatio

interval

q{) 1is the quantization‘Operator that truncates the argument to the
least significant bit value for the specific accelerometer -being

simulated

~—

é!p is the quantized accelerometer cutput vector.

Block 11 - computes vehicle orientation relative to the actual platform.

Tgp = Tpr Tpr ML

where M is the misalinement matrix computed in block 8
Tgy 1is the rotation matrix computed in block 1
Tpy 1is the transformation from reference inertial to ideal platform

cocrdinates.

Block 12 -~ computes a set of gimbal angles, 6} from the IMU case orienta-

tion with respect to the actual platform:

Tep = Ten Tyg Tpp
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where Tép was calculated in bloek 11, Typ is’ the transformation from the

body to navigation base coordinates (10.6° nav. base tilt}:

cos 10.6° 0 +sin 10.6°
Typ = 0 1 0
-sin 10.6° 0 cos 10.6° R

and Toy is the IMU case mounting misalinement with respect to the navigation

base matrix given by the equations in section 2.3.4.

The platform is stabilized in an inertial orientation by the gyro output
signals that drive torque motors on the azimuth, inner roll, and pitch
gimbals. The outer roll gimbal receives its control signal from the
inner roll resolver (the pick-off mounted between the inmner roll and
pitch gimbals). This control loop maintains perpendicularity between
the inner roll and pitch gimbals, and the imner roll gimbal angle at

zero degrees.

The gimbal angle sequence defining the rotation from platform coordinates
to vehicle coordinates is azimuth (@A), inner roll (8), pitch (eb), and
outer roll (@R). Since the outer roll gimbal control loop maintains -
the inner roll gimbal angle (8) at zero degrees, the vehicle attitude

relative to the platform is defined by the Euler angle sequence GA’

GP’ GR'
Let GA
o ={ &
Or
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Then the case orientation matrix, "i‘EP, is related to the gimbal angle set
9 by the equations given in section 2.3.5 that model the effects of

gimbal nonorthogonalities.

The gimbal angles, 9, are read by gimbal angle resolvers, and the result

is quantized:

0= q @+ 10

where @ are the gimbal angles resulting from nonorthogonalities
(sec. 2.3.5)
A0 are the gimbal angle resolver errors (sec. 2.3.6)

q() is the quantization operator that truncates the argument to
the least significant bit value for the specific resolver

being simulated.

2-10
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2.3 ERROR MODELS '
The mathematical models for accelerometers and gyros presented below are single-
degree-of-freedom models. Two-degrees-of-freedom models can be constructed from
these single-axis models by appropriate choice of error parameter values to

model any cross-coupling or correlation exhibited by the two-degrees-of-freedom

3ensors.

2.3.1 Gyro Error Model - Block 6

Error in the gyro output -can be modeled by bias drift, acceleration-sensitive
(mass unbalance) drift, and accelerdtion-squared-sensitive (anisoelastie) drift.

A mathematical error model for a rate-integrating gyro is given by the equation:
¢ = r+¥H4pt E; +ag’ G 2

where d is the total gyro drift rate
r 1is the bias drift

H  is the random drift

E&
ng = Eé = 3; is the acceleration veector in sensor input (i), spin
a, (=), output (o) axis coordinates. a, is calculated in
block 5. H is the transformation matrix from reference
platform coordinates to sensor coordinates for the particu-
lar gyro.
by
h = hg is a vector of g-sensitive drift coefficients for accelera-

h, tion along the input, spin, and output axes.

2-11
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8ii Bis Eio
G=1]0 €3s Eso is a matrix of g-squared sensitive drift coefficients
0 0 €00 for products of accelerations along the input, spin,

and output axes.

2.3.2 Platform Initial Misalinement - Block 7

L]

The generation of ¢, 1is dependent on the alinement technique and the sensors
used in the alinement measurements. The simulation of an in-flight alinement
using the star tracker {or COAS) and a prelaunch alinement using gyrocompassing

and accelerometer leveling are presented here.

2.3.2.1 In-flight Alinement

The outputs from the star tracker (sec. 5.0) and the COAS (sec. 6.0) are
measured line-of-sight (LOS) vectors to a pair of selected stars in actual plat-
form coordinates. These LOS vectors are combined with the gtored LOS vectors in
reference inertial coordinates to form the transformation matrix from actual

platform to reference inertial coordinates as follows (ref. 2-1).

Let Igq1 and Igo be the stored LOS unit vectors in reference inertial

coordinates. Define

1

I =1Ig
UNIT (Ig1 X Igp)

=
N
n

]

I3 = UNIT (I1 X Ip)

where UNIT() is an operator that normalizes a vector. The transformation from

star coordinates to reference inertial coordinates is given by

2-12
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Let E%ﬂ and Eég be the measured LOS unit vectors in actual platform

coordinates. Define

1 = Igy

I3 = wir (I x )

The transformation from actual platform to star coordinates is given by:

Thus, the transformation from actual platform to reference inertial coordinates

is
Trp=TisTp
and the misalinement matrizx, M,, is given by
-7 T
Mo = T1p” -T1p

where Typ 1s the transformation from ideal platform to reference inertial coor-

dinates used in block 5. Qo is éomputed from the off-diagonal elements of M0

as follows.
M, (2,3)
QO = —Mo (1’3)
Mo {(1,2)

If the misalinements are too large the crew has several options for realinement
and calibration of the IMU's. The nominal platform misalinement errors follow-

ing in-flight star iracker realinement are presented in section 2.4.3.

2-13
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2.3.2.2 Prelaunch Alinement
For prelaunch alinement the IMU's are driven to a specified orientation, Tpy;
the desired platform orientation wiﬁh respect to the navigation base. The
specified orientation for IMU-1 is chosen sgch that IMU-1 X-platform axis is
along the Up direction and tilted 0.4 degrees toward South, Y is pointed East,
and Z 1is pointed North and tilted 0.4 degrees above the local horizontal plane
when the Shuttle is at the launch tower. IMU-2 and IMU-3 are related to IMU-1
by the skewing matrix, Mpjpq, which describes the transformation from IMU-1 to
IMU-2 and IMU-1 to IMU-3 for J = 2 and J = 3, respectively. Mpgpq for launch
is given in seection 2.4.3. Also listed are the gimbal angles that the three

IMU's will nominally display at platform release.

Use of gyrocompassing and accelerometer leveling determine the actual platform
orientation with respect to the North-West-Up coordinates at the time of platform
release, EﬁWUP' The error inherent in this fransformation is due to the
accelerometers and gyros that are used to determine the local-vertical and the
Earth-rate vectors. Knowledge of the time of platform release, the Greenwich
hour angle, and the geodetic latitude and longitude will yield the transformation
from North-West-Up coordinates at the launch site to the reference inertial

coordinates, Tryyy. The transformation from actual platform to reference iner-

tial can now be calculated as

Trp = Tinwo Tnwup

Comparison of this transformation with the ideal platform to reference inertial

transformation yields the misalinement matrix, M,,

o T T
Mo = Trp® Trp = Tuwup Thwup

2-14
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Since accelerometer and gyro outputs are used to define the platform orientation
with respect to the North-West-Up coordinates, the initial alinement errors, ¢0,

which are used to define Mo’ are highly correlated to the instrument errors.

% = (Pon P Pou) T
where ¥, = &, + dytgen

%on = Oy + Zy

¢ow = ¢W + 2y

¢u’ ¢N’ ¢W are zero-mean random errors with a Gaussian distribution. Section
2.4.3 gives the 19 values. dy is defined below. tggp is the time from comple-
tion of gyro-compass alinement to platform release (nominally 10 minutes). Zy
and Zy are the north and west components of the accelerometer instrument

biases (sec. 2.3.3) divided by the magnitude of the local gravity vector, g.

ZN bx
7 =1 7

W =z Twwup Dy
ZU ’ b,

From platform release to 12 seconds before lift-off, fine-tune gyro torquing,
which compensates for the known acceleration environment, is performed. The

drift for this time period affects IMU misalinements as

95 = &5 + dot

where t 1is the time from platform release and

d, is the fine-tune gyro torquing compensation drift rate in North-

West-Up coordinates
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do = (dy dy dp)T

where 10 values for dy and dy are given in section 2.4.3. The drift rate
about the azimuth does not have the fine-tune combengation and is therefore

given by the projection of the platform drift rate vector, d, calculated in sec-
tion 2.3.1, into the azimuth (up) direction via Tywup: After lift-off minus 12

seconds the platform misalinement is updated as shown in block 8.

2.3.3 Accelerometer Error Model - Block 10

Errors in the accelerometer output can be modeled by bias shif't, scale factor
error, input axis misalinement, and scale factor nonlinearity. A mathematical

model for the acceleration measurement error is given by the equation
da =b+ N+ g?éé +m (51)2 + kalaﬁl

where Aa is the acceleration measurement error
b is the accelerometer bias

N is the acecelerometer noise

i
k = Yj is a vector of scale factor error (ki) and input axis
Yi misalinements (Yj, Yk).
3
Ha, = ag = a; is the acceleration vector in sensor (i,Jj,k) axis
R coordinates. §¥ is calculated in block 9. H is

the transformation matrix from actual platform to

sensor coordinates for the particular accelerometer.

2-16
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E& is the acceleration component along' the sensor input axis.
E&,ﬁk are the acceleration components along orthogonal axes perpendicu-
lar to the input axis.
m is the scale factor nonlinearity.

k, 1is the scale factor asymmetry error.

The error model parameters are assumed to be independent random variables with

zero-mean Gaussian distributions.

2.3.4 IMU Case to Navigation Base Mounting Misalinement - Block 12

The IMU case to navigation base mounting misalinement is a function of not only
the accuracy of the case installation, but also the stiffness of the navigation
base itself. Let C be a vector of the IMU case misalinements with respect to

the navigation base. The transformation from navigation base to the IMU case is

given by

Tey = I + (1 - cosC) U2/C2- (sinC) U /C

where I 1is the 3 x 3 identity matrix

C= |g| » the magnitude of the IMU case misalinement vector
[0 -C, Cy

U= C, 0 -C,
-Cy Cy 0 J '

The error model parameters are assumed to be independent random variables with

‘zero-mean Gaussian distributions.

2-17
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2.3.5 Gimbal Angle Nonorthogonality Errors.- Block 12

The following discussion is derived entirely from reference 2-2. Let @A’ @p,

By .repfesent the inner, middle, and outer gimbal angles; ¢, the inner roll

gimbal angle

Y = the small angle misalinement of the azimuth axis towards the inne
roll axis

U = the small angle misalinement of the inner roll axis towards the
pitch axis

€ = the swmall angle misalinement of the pitch axis towards the outer
roll axis

The outer roll axis of rotation is defined along the X case axis. Any
misalinement of the outer roll axis to the IMU case can be included in the IMU

case to navigation base misalinement (seec. 2.3.5).

The transformation from actual platform to IMU case coordinates can be written

as a series of seven single axis transformations

Tep = Ry(Bp)Ry(€)Ry(B, )Ry (W) Ry(8)Ry(Y)R7(O))

where:
[ co S0 0
Ry (0) =  |-30 co o
0 0 1

2-18
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0
1

0

co

~-S0

and SO = sin © and CO = cos O.

-39

G

ce

360

ce

T9FM5

Equating the above matrix, after multiplication of the seven rotation matrices

using small angle approximations for Y,

ond-order terms, with the matrix

Tep = Tey Typ Tpp = N

calculated in block 12, leads to the following iterative solution.

o~

e

A

o]
1]

:UCD
Il

As an initial estimate of the real gimbal angles, use

@
b3
i

o
j=v]
1

§ =0

sin~1 (-N(1,3))-v

= tan™! N(1,2)/N(1,1)
0. = gin~1 —ﬁ(1,3) -

tan™1 N(2,3)/N(3,3)

2-19
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tan™1 ([ N(1,2)-200,-800,50,)/(N(1,1)-¢ 59y - 858,50,) - n

tan™1(N(2,3)-€58,00-8003) /(N(3,3)+650,,505+6505)

€, and § and neglecting sec-
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The error model parameters are assumed to be independent random variables with
nonzero-mean Gaussian distributions. The azimuth and pitch nonorthogonalities
(y and 1) are compensated for in the IMU SOP by adding Y to the pitch
resolver readout (ep) and by adding u to the yaw resolver readout (GY). The
ocuter roll nonorthogonality (€) is measured in Hanger Cal B and is compensated
for in the attifude processor onboard software module. Values for the range of

the means and the errors in calibration are given in section 2.4.6.

2.3.6 Resolver Error Model - Block 12

Gimbal angle resolver errors can be categorized as those caused by bias shift

and sinusoidal resolver errors. A mathematical model for the gimbal angle
resolver error is given by the equation:,
N . ~
A = By + Mg +h§1Ae? sin (n® + ¢n)
where AO is the total resolver error
Bp 1is the resolver bias -
Ng is the resolver random noise

Ap,, is the sinusoidal bias for multiplicative speed n

n
¢n is the random phase error for multiplicative speed n
@ is the gimbal angle component (éA’ 8, ép, or éR) resulting

from nonorthogonalities, as computed in section 2.3.5.

The error model parameters are assumed to be random independent variables with
zero-mean (Gaussian distributions, except for the phase angle errors, ¢n, which

have zero-mean uniform distributions.

2-20
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2.4 ERROR SOURCE VALUES
The Space Shuttle contains three Singer-Kearfott IMU's. Each IMU contains two

two-degrees-of-freedom Gyroflex gyros and one single-axis accelerometer and one

dual-axis accelerometer.

2.4,1 IMJI Locations

The location of the three IMU's are given below in Orbiter struectural body coor-

dinates with units of inches

U X, Y, Z,
1 419.187 -13.75 422.0
2 419.187 0 h22.0
3 419,187 13.75 522.0

To determine the locations in body coordinates, the center of mass of the
Orbiter for the particular flight must be expressed in Orbiter structural body
coordinates and subtracted from the IMU locations listed above. The following

transformation matrix, TBO’ applied to the resultant difference vector will

give the IMU locations in body coordinates.

-1 0 0
Tpo 2 0 1 0
0 0 -1

2.4.2 Gyro Error Values (10)

Bias drift (r) - all axes 0.015 deg/hr for 17 hours after
preflight alinement and calibra-

tion

2-21
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g-sensitive drift - input and output axes

(hi,ho)
- spin axis (hg)
gz—sensitive drift ~ off-diagonal terms
(8i5) 810 830
- diagonal terms

(Biis Boor Bss)

Transformation matrix for X-axis gyro

1 0 0
Hy = 0 o -1
0o - 0

0 1 0
By = 1 0 0
0 0 -1

Transformation matrix for Z-axis gyro

-sin 12°

cos 12°

cos 12°

sin 12°

2-22
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0.022 deg/hr for 17 hours after
each onorbit calibration
0.035 deg/hr thereafter

0.025 deg/hr/g

0 deg/hr/g
0.025 deg/hr/g®

0 deg/hr/g°
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2.4.3 Initial Misalinement Error Values (1a)
2.4.3.1 In-flight Alinement in Navigation Base Coordinates
~~
o ox 71.2 =sec
P
¢ oy 72.4  sec
$ op 71.1 Sec
The following is the RSS of:
I~
3tar tracker bias pointing errcr, all axes . 60/ V2 see
—
Star tracker random error (21 measurement average), 10.6/4/27 sec
all axes
o~
Star tracker to IMU case misalinement, X-, Y-axis 32.2 sec
Z-axis 29.2 Sec
R P
IMU case to platform bias error X-axis §7.1 sec
—
Y-axis 49,0 sec
. —_
Z-axis 19,0 sec
The following is the RSS of:
o~
Outer roll to case gimbal nonorthogonality, Y- and Z-axes 20 sec
o~
Resolver bias, Y- and Z-axes 49.0 sec
~—~
X-axis 42.1 sec
. . . _
Outer roll to piteh gimbal nonorthogonality, Y- and Z-axes 3042 Sec
The star tracker to IMU case misalinement is the RSS of:
’ —
Star tracker to mounting pads, all axes 20 sec
. o
Mounting pad to nav. base, all axes 5 sec
~—
Thermal nav. base bending, X- and Y-axes 41/3 sec
P
Nav. base to mounting pads, all axes 5 sec
Mounting pad to IMU case, all axes 20 Sec

2-23
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2.4.3.2 Prelaunch Alinement in NWU Coordinates (10)

P
by Oy 8.7 sec
oy 60 sec

fine-tune gyro torquing compensation drift rates

—
dy, dy .0094 sec/sec

Completion of gyrocompassing nominally occurs 600 seconds before platform
release. Accelerometer leveling is completed at platform release, and 1lift-off
nominally occurs 20 minutes after platform release (not including the possibil~

ity of a 10-minute and/or a 20-minute hold).

IMU gimbal angles at platform release

My Roll (deg) Pitch (deg) Yaw (deg)
1 0.0000 349.0000 0.0000
2 331 . 4069 11,3269 309.7792
3 296.2381 25.5850 350.4931
[ 0.9816272 0 -0.1908089 |
Tpy (IMU1) = 0 1 0
. 1908089 0 .9816272
(0.6451763  -0.2079225 0.7351977 |
Ty (IMU2) = [-.3090204 .8090255 .49998142
-.6987517  -.5497691 4577118

2-24
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0.3987524 0.8531113 0.3364485
Tpy (IMU3) = | -.8090132 .5000085 -.3090127
-.4318494 -. 1489717 .8895581

Tpop1 = Tpy(IMU2) TDN(IMUT)T;TP3P1 = Tpn{IMU3) TDN(IMUT)T

2.4.4  Accelerometer Error Values (10)

Bias (b) - all axes . 50 ug
Noise {n) -~ all axes 5 ug
Scale factor (k;) - all axes 40 PPM for 17 hours

after preflight aline-
ment and calibration

100 PPM thereafter

Input axis alinement (Yj,’\(k) -~ all axes 15 sec
Scale factor nonlinearity 0 g
Scale factor asymmetry Lo PPM
Quantization 1 em/sec

Transformation matrix for X-axis accelerometer

1 0 0
0 0 1

“lo 1 0
Hy, = 1 0 0
0 0 1
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Transformation matrix for Z-axis accelerometer

0 0 1]
HZ = 0 1 )
1 0 0|

2.4.5 IMU Case Error Values {(10)

IMU case to navigation base misalinement (Cy, Cy, CZ)

These are the RSS of the following error sources

i —

. IMU case to mounting pads - all axes 20 sec
Mounting pads to nav. base - all axes 5 Sec
Nav. base bending (static loads) - X, Y axes
Ascent ' 5/Y2 fec
—
Onorbit ' 0 sec
Entry 4//2 Sec
Nav. base bending (thermal) - X, Y axes
N ’ - e~
Onorbit only 41/3/2 sec
Outer-roll to case gimbal nonorthogonality - 20 sec
Y, Z axes
2.4.6 Gimbal Nonorthogonalities (v, u, &)
Range of means (y, p, ¢€) +413 §€€
—
Error in calibration (&) - 1o 30 sec
PN
Error in ealibration (Y, u). - 1o _ 0 sec
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2.4.7 Resolver and A/D Converter Error Values (1g)

Resolver bias (Bg) 30 Sed
LN
Random noise (ng) 12 see

Sinousoidal bias

First harmoniec (Agq) 7.6 Seo
Eighth harmonic (Agg) 19.0 Sed
Ninth harmonie (Aeg) ’ 4.2 Sed
—
Sixteenth harmonic (AGTG) 20.0 sec
Random phase error (¢,) '1800'5 by < 180°
Quantization 20.0 sec
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3.0 BODY MOUNTED SENSORS

3.1 GENERAL DESCRIPTION

Body mounted sensors consist of rate gyro assemblies (RGA) and accelerometer
assemblies (AA). The RGA contains three rate gyros that are mounted to the ve-
hicle frame with the input axes forming an orthogonal triad (fig. 3-1). The
outputs from the RGA provide a measurement of vehicle attitude rate used to
update the onboard estimate of vehicle inertial attitude. The AA contains nor-
mal and lateral accelerometers mounted to the vehicle frame (fig. 3-1). The
outputs from the 8A provide a measurement of the nongravitational accelerations
applied to the vehicle. The AA outputs are used by Flight Control to provide
load relief during the high dynamic pressure region of the ascent phase and
steering commands to the entry phase digital autopilot to conform to a selected

g-profile trajectory.
PRECEDING . PAGE. #LANK NOT FRAFEY:
4 z

[] Z-Gyro

Normal Accelerometer

W
~ Y-Gyro
N\ M
N >
X-Gyr Lateral Accelerometer
X

Filgure 3~1,- Body mounted sensors orientation.
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3.2 SIMULATION APPROACH
The body mounted sensors provide measurements of the normal and lateral
nongravitational body accelerations, Eh (n = 1, 2), and measurements of the

body attitude rates, W, (n =1, 2, 3).

An environment simulation is assumed to provide- the true vehicle acceleration,
ay, in a reference inertial coordinate system and a set of Euler angles, B8,
which define the vehicle attitude relative to the reference system. Vehicle
rate data may also be supplied by the enviromment, but the assumption made here

is that the rate must be computed within the simulation.

Figure 3.2 presents a block diagram for a body mounted sensors simulation. The

functions of each block are as follows.

-

a. Block 1 - computes the vehicle orientation matrix TBi'
Tgr = F (B)
where F (B) is the transformation matrix that represents the rotation

defined by the Euler angle set 8.

b. Block 2 - the inertial reference acceleration, ag, is transformed to body
coordinates.

where Tpy is computed in block 1.

e. Block 3 - computes the average body attitude rate vector and the average
body attitude acceleration vector over the time interval At. The change in

body attitude is given by

R = (mer)e (Ter)Te-pe
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The average body attitude rate vector, wp, is computed for the eigenaxis ro-

tation defined by R.

1 Ry3 - Ry

g = — R31 - Rq3
2AL

Ri2 ~ Rpq

assuming minor attitude changes, sin (|wglAt) = |ug|at.
The average attitude acceleration vector is given by
g-b = ((ﬂ)th - (mBJt '—At) /At

Block 4 - computes noninertial acceleration by adding rotational terms.

agp=ag+wg X (wg Xr) +opgXr

where ap was calculated in block 2, wp and op were calculated in block
3, and r 1is the position vector of either the rate gyro assembly (E(RGA)
and the acceleration iz denoted by gB(RGA)) or the accelerometer assembly

(£(AA) and the acceleration is denoted by gB(AA)) with respect to the cen-

ter of gravity of the vehicle.

Block 5 - generates the simulated nongravitational acceleration sensed by

the accelerometer assembly.

= q (;n(AA)

=
[}

-+ Aan)

' El q (;1 (AR) + Aa]_)

where an(AA) and al(AA) are the respective z- and y-components

of the body acceleration, gB(AA), computed in block ¥, Aa, and’
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Aa; are the normal and lateral accelerometer errors {(seec. 3.3.1) ‘and

q ( } is the quantization operator that truncates the argument to the least

significant bit value for the specific accelerometer being simulated.
Block 6 - computes the simulated rate gyro output

wy = a (wp + Awg) .

where @p are the body attitude rates computed in block 3, Awg are
the rate gyro errors (sec. 3.3.2), and q ( ) is ihe quantization operator

similar to the oné’in block 5.
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3.3 ERROR MODELS

3.3.1 Accelerometer Assembly Error Model - Block 5

Single-axis accelerometer errors can be categorized as those caused by bias, ra
dom noise, scale factor error, and input axis misalinement. A mathematieal

model for the normal accelerometer is given by the equation '

Ban = by + Mp + EnTuﬁB(AA)

where Aan is the normal accelerometer measurement error
bn is the normal accelerometer bias

N, 1s the normal accelerometer noise

Ynx
k, | Yny is a vector of longitudinal and lateral
misalinements (y,y» Yny) and scale factor
K, error (kz).

QB(AA) is the acceleration vector of the acceleromefer assembly in body ¢
ordinates (x, y, 2 -~ longitudinal, lateral, normal).

The lateral acceleromefer model is given by the equation

Aay = by + My + kyTAg(A4)

where Aal iz the lateral accelerometer measurement error
bl is. the lateral accelerometer bias

Ny 1is the lateral accelerometer noise

Yix
ki =| ky is a vector of longitudinal and normal misalinements
(Y1xs 7Y1z) and scale factor error (ky)
Y1z
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EB(AA) iz the acceleration vector of the accelerometer assembly in body

coordinates.

The error model parameters are assumed to be independent random variables with

zero-mean Gaussian distribution.

3.3.2 Rate Gyro Assembly Error Model - Block 6

Single-degree-of-freedom rate gyro errors can be categorized as those caused by
bias drift, random drift; linear acceleration sensitive drift, angular accelera-
tion sensitive drift, secale factor error, and input axis misalinements. A mathe-
matical model for the rate gyro measurement error is given by the equation

Awb = r+ N+ hag T

(RGA) g ag + klug

where AmB is the total rate measurement error for a given axis (x,y,z - roll,

pitech, yaw)
r is the bias drift rate
N is the random noise drift rate
h is the g-sensitive drift rate

;B(RGA) is the linear acceleration component for the rate gyro assembly
along the given axis
3 is the angular acceleration sensitive drift rate
Gg is the angular acceleration compoﬁent along the given axis
Ky
k = Yj is a vector of scale factor error (k;) and input

axis misalinements (Y3 Yy)

3-7
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wg is the body attitude rate vector

The error model parameters are assumed to be independent randem variables with

zero-mean Gaussian distribution.
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3.4 ERROR SOQURCE VALUES

3.4.1 Accelerometer Assembly

The accelerometer assembly is composed of two Honeywell single-axis acceler-
ometers (model No. 2326) mounted orthogonal to each other. Four of these packages
are then attached to the vehicle at the locations specified in section 3.4.3.

References 3-1 through 3-3 provide the following error source values.

Accelercmeter errors (10)

Bias - normal (by,) 8333 g
- lateral (by) 5000 g
Random noise - both axes (m,, ny) 3333 ug
Scale factor - normal (kz) 0.833 percent
- lateral (ky) 1.0 percent
Input axis misalinements (all axes) 0.22°

This is the resultant of:

Input axis to case misalinement 0.12°

Case-to-body misalinement 0.18°
Quantization ~ normal 7800 ug
- lateral ' 2000 ug
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3.4.2 Rate Gyro Assembly

The rate gyro assembly is composed of three Northrup single degree-of-freedom
rate gyros (model No. G-6). Four assemblies are attached to the vehicle at the
locations specified in section 3.4.3. References 3-1 through 3-3 provide the

following error source values.

Rate Gyro Errors (10)

Bias - all axes (r) .05 deg/sec
Noise - yaw and pitch (ny, n,) .01667 deg/sec
- roll (nx) .03333 deg/sec

Linear acceleration sensitivity - all axes (h) 0.01667 deg/sec/g

" Angular acceleration sensitivity - all axes (g) 0-001 deg/sec/deg/sec2

Scale factor - all axes (k) 1.7 percent

Input axis misalinement - all axes 0.248°
Quantization - pitch and yaw . 0.039 deg/sec
- roll 0.078 deg/sec

3.4.3 Body Mouﬁted Sensor Locations

The locations of the four accelerometer assemblies and the four rate gyro
assemblies are given below in Orbiter structural body coordinates with units of

inches.

3-10



" AA1
AA2
AA3
AAY
RGA1
RGA2
RGA3

RGAY

%o

382.8
381.7
381.7
382.8
1307
1307
1307

1307

-6.8
5.6
11.6
-12.8
=100
100
=13

=21

101

T9FM5

To determine the locations in body coordinates, the center of mass of the

Orbiter for the particular flight must be expressed in Orbiter structural

body coordinates and subfracted from the sensor locations listed above.

The following transformation matrix,

T, applied to the resultant difference

vector will give the sensor locations in body coordinates.

0
1
0

0-
0

-1

3-11
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4.0 BAROMETRIC ALTIMETER

4,1 GENERAL DESCRIPTION

A barometric altimeter is a device that is used to determine the ambient
atmospheric pressure around a vehicle. Use of an atmosphere model then allows
pressure to be related to vehiele altitude through a ﬁressure/altitude
algorithm. The device itself only measures pressure, and the transformation to
altitude is performed within the onboard software. Barometric altimeters are

generally restricted to altitudes of less than 100 000 feet.

4.2 SIMULATION APPROACH

The basle data type for simulation of a baromefric altimeter is the geometric al-
titude. The geometric altitude is the altitude (h) above the ellipsoidal Earth
{(fig. U4-1). Figure #-2 presents a block diagram for the barometric altimeter

simulation. A functional deseription of each block is as follows.

a. Block 1 - caleculates the geometric altitude (h) for input to the baro error

model block as follows (ref. 4-1).

h = (1-Rp(1-e)/7z25p + (1-¢)2 Rogy)(z2pp+(1-e)2R2py) V225 + (1-e)¥ R4y

where

equatorial radius of the Earth

f

Rp

e

Earth flattening

-1
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€%

|
ENVIRONMENT {
|

CALCULATE

| GEOMETRIC h
ALTITUDE

AbD

H f» COMPENSATION

ERRORS

SUBSYSTEM

Figure 4-2.- Barometric altimeter simulation block diagram.

! QUTPUT

[

|

IH

. .

| »

|

|

|

| £9

I S8
02

I 3 2

I 82
]
~
-~ D



T9FM5
Igp = Z - component of vehicle position in an Earth-fixed coordinate system

Rexy = XPgp + YogF

Block 2 - computes a corrupted geometric altitude by modifying the output of

block 1 with the following error sources (ref. §-2).

H = h_+ AHBE + AHRE
where
AHBE = Bias error

AHpp = Random error in the air data transducer assembly (ADTA)

Block 3 - compensates the corrupted altitude (H) from block 2 by adding a
correction term for nonstandard atmosphere error (AHgp) or subtracts

a barometric pressure update error (AHLSBP)’ depending on whether the
corrupted altitude is above or below a specified altitude. The following
equations represent this procedu;e.

Then: Hz = H + AHgp
Else: Hg = H - AHjgpp
where )
ALTgpre = specified altitude
H = corrupted geometric altitude calculated in block 2
Mgp = Nonstandard atmosphere error
Ay opp = barometriec pressu;é?update érror
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4,3 ERROR MODEL
The environment baro altimeter error model presented in reference -2 identifies

the following four error sources.

a. Bias error - a bias error due to the imperfect measurement of pressure by

the barometer (ADTA).

b. Barcmetric pressure update error - Uncertainty in the landing site baromet-
rie pressure, which is used to update the~vehicle's barometric pressure

shortly before landing.

c. Scale factor error - an error due to the difference in average pressure at
a particular location not agreeing with the average pressures shown in the

1962 Standard Atmosphere (ref. h-4).
d. Randem error - A Gaussian noise inherent in the ADTA.

The one-sigma values for the baro altimeter error model are presented in table
4-I. The bias error, uncertainty in the landing site barometric pressure, and
scale factor error comprise the correlated error, while the noise error com-
prises the uncorrelated error that is added to the barometer's measurements.

The bias error plot in table 4-I was constructed from a simulation of an OFT-1
trajectory to EAFB (Edwards Air Force Base). The uncertainty in the landing site
barometric pressure and scale factor error are modeled as ECRV's (exponential
correlated random variable) with time constants of T = «® and T = 1000 sec, re-
spectively. The uncorrelated error is also modeled as an ECRV with a time con-

stant of T = 0, which implies a ftrue random error.
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The specified altitude (ALTSPEC) for adjusting the compensation errors in block 3

is given as 5000 feet.

§.6
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TABLE 4-I.- BAROMETRIC ALTTMETER ERROR MODEL (1-sigma)

Correlated error

(1) Bias error
6

Mg 4 .

“H

.| N .

0. 20 40 60 80 100
altitude (kft)

(2) Barometric pressure update error

AHLSBP = 20 £t (T = =) vehicle is updated with the landing site
pressure shortly before landing
(3) Scale factor error related to density reference
AHSF = 3.5% of altitude (T = 1000 sec)
using the 1962 standard atmosphere model in

the filter

(#) Instrument Noise AHgp = 2.3 exp (H/23000) £t (T = 0)

y-7
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5.0 STAR TRACKER

5.1 GENERAL DESCRIPTICN

The Shuttle star tracker is a strapped-down, wide field-of-view image-dissector,
electro-optical searching and tracking device. The star tracker is used to ob-
tain precise angular measurements on stars or Sun-illuminated targets of small
angular image diameter. There are two star trackers mounted on an extension of
the Shuttle navigation base (fig. 5~1). The -Z star tracker points in the ap-
proximgte direction of the Shuttle -Z body axig; while the -Y star tracker
centerline is approximately 10.5 degrees forward of the Orbiter =Y body axis.
The star tracker instrument consists of both the actual star tracker and a light
shade. The light shade enables the tracking of targets that are relatively
elose to the Sun, Moon, or the sunlit Earth's horizon. The star tracker has the
capability to search for, acquire, and track the 153 brightest stars or sunlit
targets of 3 to -7 magnitude at any location within its 10 x 10 degree square

field of view.

The two star trackers, under onboard computer software control, will track stars
fof the purpose of IMU platform realinement. Since the IMU inertial platform
drifts from a true inertial attitude its-orientation must be periodically deter-
mined in order to make corrections. Using star tracker measurement data for two
stars, and the known star positions, the IMU inertial plafform orientation with
respect to the mean of 1950 (M50) coordinate system can be computed using
deterministic methods. The accumulated IMU error due to drift can then be
removed by torquing the IMU-platform back to its original position. The star

trackers can also be used to track a sunlit rendezvous vehicle. In this case
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Figure 5-1.- Star tracker mounting geometry.
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the star tracker measured angular position data is incorporated into the

rendezvous navigation filter for use in relative state estimation.

5.1.1 S8tar Tracker Operating Characteristics

The Shuttle star tracker contains the following three modes of coperation:
a. Automatic scan mode
b. Offset scan mode

c. Self test mode

In the automatic scan mode (the default mode when the star tracker is first
turned on), the star tracker scans the entire 10- x 10-degree field of view
from top to bottom repeatedly. The search scheme (fig. 5-2) is a left-to-
right, right-to-left, top-down raster scan. If a targeé encountered in the
search has a magnitude greater than the currently commanded sensitivity thresh-
old setting, the target will be acquired and the track scan will begin. The
track scan is a cruciform pattern centered on the position of the target in the
field of view (fig. 5-2). If the target 1s moving the track scan will follow
it, remaining centered on the target. During the trac# scan, the measured hori-
zontal and vertical components of the position of the target, and the measured
target magnitude, are output by the tracker at a 25-Hz rate. The target will
continue to be tracked until either it leaves the star tracker field of view or
a break track command is sent to the tracker. .In either case the star tracker

will return to the auto scan mode and search the remainder of the field of view.

When the star tracker is commanded to the offset scan mode it will search a re-

R " gF i L

duced 1- x iudegpee.?iéld of view;centered at a position in the full field of
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view defined by a pair of commanded offset coordinates. The reduced field-of-
view search is also a top-down raster scan similar to the auto scan search.

When a target is acquired in the offset mode it will be tracked until either a
break track is commanded or the target moves outside of the full 10- x 10-degree
field of view. In either case the star tracker will return to the originally

commanded offset coordinates and resume the reduced field-of-view scan.

The star tracker can also be commanded to a self-test mode. When this mode is
commanded the star tracker searches for and tracks an LED'source that is re-
flected into the star tracker field of view near .the edge via a small aluminized
spot on the star tracker protective window. The measured offset angles and mag-

nitude of the simulated star are compared with prestored values to determine

whether the star trackgr operational accuracy conforms with requirements.

5.1.2 Star Tracker Operating Constraints

The following list briefly summarizes the various star tracker specificétions
and operating constraints.
a. Field of view dimensions

Auto sean - 10 x 10 degrees

Offset scan - 1 x 1 degrees

b. Field of view search time
Auto scan - 10 seconds

Offset scan - 1 second

¢. Target intensity limits
Minimum intensity - 3.0 magnitude

Maximum intensity - 7.0 magnitude

5-5
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Target image diameter must be no greater than 8 arc minutes.

The star tracker does not have the capability to track either star of a
pair that have an absclute magnitude difference greater than one and an an-

gular separation less than one-half degree.

The star tracker will acquire and maintain accurate tracking of stars for
Orbiter angular rates of up to 0.2 deg/sec and will maintain lockon with

reduced accuracy at rates of up to 0.5 deg/sec.

Bright source avoidance angles
For acquisition and accurate tracking of stars or targets the minimum sepa-
ration angles between the star tracker boresight axis and the three possi-

ble sources of intense light are as follows:

(1) Center of Sun 30°
(2) Center of Moon 8°
{(3) Earth's horizon 20°

Sensitivity threshold levels

The star tracker will not acquire stars or targets having intensities that
are less than the currently commanded sensitivity threshold level. The
four crew commandable threshold levels correspond to star magnitudes of

3.0, 2.4, 2.0, and 1.0.

Offset, command angle quantization
The reduced field-of-view offset command angles have a granularity of one-

third degree.
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J. Warm-up time
Star tracker performance requirements are met within 15 minutes after power

on.

k. Accuracy requirements
(1) Angular data ' 30 are sec noise (10)
30 arc set bias (1o0)
(2} Intensity error + 0.6 magnitude

{a detailed angular data error budget is présented in sec. 5.4)

5.1.3 &8tar Tracker Hardware/Software System Operation

The Shuttle onboard star tracker compubter software accumunlates star tracker angu-
lar measurement data for each star tracked and converts it into an average

measured unit line-of-gight vector expressed in IMU platform coordinates. Two
star line-of-sight veetors with adequate separation are required by the IMU on-

orbit alinement software for the purpose of realinement of each IMU platform.

Nominal star tracker operation assumes the execution of a vehicle attitude rate
by the crew. As each star tracker field of view sweeps across the celestial
sphere, the software selects stars of opportunity for tracking. Stars are
selected from a navigation star catalog based on an estimated star tracker line
of sight. The estimated star tracker line of sight is computed based upon a
reasonably well known IMU inertial platform attitude with respect to the celes-
tial sphere. Prior to star selection software checks are performed to determine
whether either sta; tracker is occulted by the Earth, Sun, or Moon. If it is
determined that a star is wvisible 11:1 either star tracker field of view, the star
tracker is commanded by the software to search a reduced 1- x l-degree field of

view centered at the estimated position of the star in the star tracker full

-
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field of view. If a star is acquired a sequence of 21 measured star tracker
output angles are accumulated at a 6.25-Hz rate and then used to compute the av-
erage measured horizontal and vertical offset angles of the star. Simultaneously
a sequence of 21 IMU gimbal angles_are accumulated and averaged. Twenty-one
samples are accumulated because this number of samples is the smallest number
that yields the minimum average time lag between sensor output and the software
read. The time lag is a result of the asynchronous operation of the star tracke:
and the software. The measured star tracker and IMU data are then converted to

a unit line-of-sight vector in IMU coordinates by the following equations.

a. First, compute the navigation base to IMU cluster transformation matrix
using the following average IMU gimbal angles:

AZ average azimuth gimbal angle

IR average inner roll gimbal angle

I

P = average pitch gimbal angle

OR = average outer rocll gimbal angle

SA7 = sin AZ

CAZ = cos AZ

SIR = sin IR

CIR = cos IR

SP = sin P

CP = cos P

SOR = sin OR

COR = cos OR
CAZ -SAZ 0O 1 0 0 CP 0 8P

(tnepc) = |saz  caz o 0 CIR -SIR 0 1 oix
0 0 1 0 SIR CIR -SP 0 CP

5-8
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1 ~-DP 0 1 0 0
PP 1 0O 0 COR -SOR (TNBRL)
0 0 1 0 SOR COR
DP = the nonorthogonality between the outer roll and pitch axeé
(constant)
(TNBRL] = navigation base to IMU roll axis transformation (constant)

Compute the observed star line-of-sight vector in iMU platform coordinates

as follows:

T -tan V
s = (meec) (INBST)® UNIT | tan H
1
V = average measured vertical offset angle
H = average measured horizpntal offset angles

[TNBSTJ = navigation base to star tracker transformation

Correct the observed line of sight for stellar aberration

-3in G
+ 8 (TECLMSO) cos G |1/c
0

COR =

i<

TECLMB0 = ecliptic to mean of 1950 coordinate transformation

vehicle veloecity vector in M50 coordinates

i<
H

G = mean longitude of the Sun at the current time
S = Earth's orbital speed
c. = speed of light
. T
S =unit (8 - (TcMs0)™ COR)

(TCMSO] = present IMU cluster to M50 transformation matrix
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A measured unit star line-of-sight vector in IMU platform coordinates is
computed for each operating IMU. The star tracker software, in addition to
accumulating star tracker measurements and computing the equivalent line=-of-
sight data, also performs data reasonableness checks for each star and optimum
data selection operations. When adequate measurement data have been gathered
for two stars an IMU realinement can be_performed by the IMU onorbit alinement

software,

For the purpose of rendezvous vehicle tracking initial acquisition of the
rendezveous target is accomplished by a crew maneuver of the Orbiter to center
the target in the selected star tracker field of view and execution of the star
tracker software to command an offset mode search for the target. The onboard
rendezvous navigation software then accepts average measured siar tracker output.
angles from the star tracker software every 15 seconds for incorporation into

the rendezvous navigation filter.

5-10
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5.2 SIMULATION APPROACH
The diagram in figure 5-3 illustrates the method used in the simulation of the
star tracker hardware. It is assumed that the following eight inputs are avail-

able from an environment simulation.

a. [(TIB)

H

mean of 1950 to vehicle body transformation

b. (TBN) = vehicle body to navigation base transformation

H]

c. (TNS]ideal = ideal navigation base to star tracker transformation

(one per star tracker)
d. (TEI] = ecliptic to mean of 1950 transformation

e. Q = navigation base to star ‘tracker misalinement quaternion

{one per star tracker)

f. STARN = unit line of sight vector of the Nth Shuttle navigation star in

mean-of-1950 coordinates

g. TARGET = relative rendezvous target line of sight vector in mean-of-1950

coordinates
h. GAMMA = mean longitude of the Sun relative to the mean equinox of date.

If simulated- sensor outputs for a star are desired, the first step is to adjust
the line of sight of the star to simulate the effect of stellar aberration (fig.
5-3, block 1). These phenomena result in a shift in the observed line of sight
of a star due to the relative difference between the velocity of the observer

and the velocity of the light from the star. The apparent shift is in the direc-

tion of the velocity of the observer. If the rendezvous vehicle 1s being
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tracked this step need not be performed. The following computations are used to

simulate the effect of stellar aberration.
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Compute a unit vector parallel to the Earth's velocity vector in ecliptie
coordinates.

~sin (GAMMA)

u ={ cos (GAMMA)

0

GAMMA = mean longitude of Sun at current environment time
Compute the aberration correction vector
cor = { v+ s(ter) ul /e

[TEI] = mean of 1950 to ecliptic transformation

v = vehicle veloecity vector in mean of 1950 coordinates
S = Earth's orbital speed
¢ = speed of light

Add the correction vector to the star line of sight

S, = UNIT (STARy + cor)

Before adding error to the adjusted star line of sight or the target line of

sight it must be transformed into the appropriate star tracker coordinate sys-

tem.

The onboard navigation software uses an ideal navigation base to star

tracker transformation: however, the actual, or simulated; transformation will

be in error by an amount defined by the input navigation base to star tracker

misalinement quaternion, Q. Q 1is defined as

Q=(Q, 9
Q, = cos W/z2
lg] = sin w/2

unit (Q) = direction of misalinement error

w magnitude of misalinement error

5-14
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The two sources of misalinement error, w, for the star tracker are the naviga-
tion base to star tracker misalinement and internal star tracker bilas. ., The
value to be used for wm, therefore, is the RSS of the magnitudes of these two

errors. The actual navigation base to star tracker transformation is computed

in block 2 of figure 5.3 by the following equation.

1-2(022 + 032)  2(Q10» - QuQ3)  2(Q103 + QpQp)]

(TNSJaetual ={2(QQ; + Q0Q3) 1-2(@32 +.Q12)n 2(Q2Q3 - QpQy) [TNS)ideal
2(Q3Q1 - QuQ2)  2(Q3Qp + Q1) 1-2(212 + Q2

(TNS]ideal = ideal navigation base to star tracker transformation
(one per star tracker)

[TNS]aetual = actual simulated navigatiBn base to star tracker transformation

{one per star tracker)

For a single mission simulation the navigation base to star tracker misaline-

ment, Q, will be constant; therefore, the transformation (TNS] 1 need

actua

only be computed once.

The apparent star or target line of sight can now be rotated into the appropri-

ate star tracker coordinated system (block 3).

S = (188 )aotugy (TBN)(TIB)S,
(TBN] = vehicle body to navigation base transformation
[TIB] = mean of 1950 to vehicle body transformation

The error model (block Y4 and block 5) computes and adds errors to the star line

of sight yielding a measured star line of sight in star tracker coordinates, §1
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The following equations are then used to compute the equivalent star tracker

output angles for the measured line of sight (block 6).

tan™" (Sgo/Sp3)

s
il

L]
n

tan_l (-Sml/SHB)

These equations are derived from the relation between the star tracker measured

output angles, H and V, and the three star tracker coordinate system axes, h,
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5.3 ERROR MODEL
The star tracker error model computes simulated measured star tracker output
angles by adding errors to the line of sight of the object being tracked. This
errcor model is also designed to be used in conjunction with the star tracker

data accumulation software (see. 5.1.2).

The sources of star itracker error can be divided into.two groups. The first
group contains errors that will be referred to as the random errors. These
errors appear randomly distributed when sampled at a high frequency or at the
star tracker software data sampling rate of 6.25 Hz. The sources of these

errors include:

a. Noise
b. Digital resolution-

¢. Variations in ifput voltage

The remaining star tracker errors remain fairly constant over the period of time
required for the star tracker software to accumulate 21 sightings on 1 particu-
lar siar. These errors, although random, change noticeably only over long pe-
riods of time and for different stars. For a set of 21 sightings on 1 star for
a period of 3.36 seconds these errors would not change significantly between

each individual sighting. The sources of these bias errors include:

a. Variations in star intensity
b. Variations in temperature

¢. Earth's magnetic field

d. Time lag |

e. Mechanical stability

5-18
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f. Lens stability

g. Calibraticn

h. Long-term drift of electronic components

This model adds just two errors to each star sighting: one being the RSS of all
the random errors and the other the RSS of all the bias errors. The random
error is recomputed and changed for each individual star sightingy; while the
bias is computed once for each set of 21 star sightings and added to each indi-

vidual sighting of that set.

This model adds the errors to a line-of-gsight wveector by rotating it in a paral-
lel plane by an amount equal to the error. The amount of rotation is computed
from a normally distributed random number, the direction of rotation is deter-
mined by a uniformly distributed random number, and the actual rotation is
performed by veetor quaternion multiplieation. This method of adding on the

error assumes that the random error is both Gaussian in distribution and

isetropic.

The following is a detailed description of the computations used in blocks 4 and

5 of figure 5-3.

a. If this is the first sighting of the 21 sightings, compute the bias error
and construct the bias error quaternion for this set of sightings;

otherwise, proceed to ztep 2.

(1) Construct the bias quaternion so that it is perpendicular to the ac-
tual line of sight and parallel to the Y-Z plane.

V = UNIT (§ST x i)



(2)

(3)
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Compute the direction of the bias quaternion and rotate it about the
actual 1line of sight by an amount equal to the computed direction.
R = (R,, R)

RO = gos CTn/2

i m
R = (sin CT/2) Sqp
C = random uniformly distributed number
4 value for C 1is supplied by a uniform distribution random number

generator such that 0 < C < 1; therefore, 0 < CT X 7.

T_T_:R*VR

Compute the magnitude of the'bias quaternion.

QB = (QB,, QB)

QB, = cos (E * BIAS/2)

QB = {sin (E * BIAS/2) } ¥

BIAS = R3S of the star tracker 1¢ bias errors

E = random normally distributed numbér

The value of E 1is supplied by a normal distribution random number
generator such that -3 < E < +3; therefore,

-3 * BIAS < E * BIAS < +3 ¥ BIAS.

Add the bias for this set of sightings to the actual line of sight (block

4, fig. 5-3).

Sy =

*
QB* S OB

Compute the random error quaternion for this individual sighting.

(1)

Construct the random error quaternion so that it is perpendicular to

the vector S, and parallel to the X-Y plane.

5=-20
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(2) Compute the direction of the random error quaternion and rotate it

about the line of sight S, by an amount equal to the computed direc-

tien.

R = (Ro, R}

R, = cos Cu/2

R = (sin C1/2) §,

C = random uniformly distributed numbé;
V=R 5 R

(3) Compute the magnitude of and form the random error quaternion.
QE = (QE,, QE)
QE, = cos (E *# ERROR/2)
QE = {sin (FE * ERROR/2)} y

ERROR = R3S of the 10 star tracker random errors

E = random normally distributed number

i. Add the random error for this sighting (bloeck 5).

Sp=E*S,

The vector S, points in the simulated star tracker sensed direction of the

star or target being tracked. This line-of-sight vector is converted into the
squivalent star tracker output angles in block 6 using the appropriate equations

resented in section 5.2.
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5.4 ERROR SOURCES AND CONSTRAINT VALUES
The star tracker biaé error is listed in table 5-I. This error is modeled by
the nonvarying star tracker to navigation basé misaliﬁement quaternion. The
star tracker measurement random error sources and the measurement bias sources
are also listed in table 5-I. Table 5-II gives representative values for

(TNS]ideaif which are the I_LOAD navigation base to star tracker transformations.

5-22



TABLE 5-I.~ STAR TRACKER MISALINEMENT AND STAR SIGHTING ERRORS

TOFMs

Star tracker alinement uncertainty (10)

Star tracker to navigation base misalinement

Star sighting errors (2-axis, 10)

Random star position errors (ERROR)

Star sighting biases (BIAS)

22.8
22.8

20.6

15.0
60.0

sSec
—
sec

sec

se¢

sec
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TABLE 5-II.- IDEAL NAVIGATION BASE TO STAR- TRACKER - TRANSFORMATIONS-

TA~nT wnef~nbion base to -Z star fracker transformation
Component, Values
1,1 -0.0056491
1,2 9994101
1,5 ~.0338744
2,1 .9894338
2,2 .0006786
2,3 -. 1449833
3,1 -. 1548747
3,2 -.0343355
3,3 -.9888540

Ideal navigation base to -Y star tracker transformatic

Component

1,1
1,2
1{3
2,1
2,2

2,3

3,2

3,3

Values

.9662658
. 1833851
.1808317
. 1839513
.0000000
.9829353
.1802558
.9830411

.0337339
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6.0 CREW OPTICAL ALINEMENT SIGHT

6.1 GENERAL DESCRIPTION

The Shuttle crew optical alinement sight (COAS) is an optical sighting instru-
ment that will be used to provide both backup. IMU platform alinement and
rendezvous vehicle tracking capability. Since the operation of the Shuttle star
trackers requires a reasonably well known IMU reference, the COAS will be used
when the orientation of all three IMU platforms is.unknown. The COAS must also
be used in the event of double star tracker failure. The COAS instrument can be
mounted in two different locations. When mounted at the forward windows its
line of sight is in the +X body axis direction, and when installed zt the

rendezvous window it points in the direction of the Shuttle -Z body axis.

To use the COAS for the purpose of IMU alinement, the crewman must first exeute
the COAS sighting software via a keyboard entry item. The crewman also inputs
the identification number of the star to be sighted and the identity of the COAS
instrument being used. He then maneuvers-the vehicle so that the selected star
is centered in the reticle of the appropriate COAS instrument. When the crewman
is satisfied that the star is sufficiently centered he takes a mark by
depressing a hardware mark button (ADI attitude reference button). When

the mark is taken, the onboard Shuttle software computes a line-of-sight

vector to the star in IMU platform coordinates based cn the calibrated COAS
pointing directiom and IMU attitude information. After sighting data have

been taken for two étars the orientation of the IMU platform with respect

to the M50 coordinate system can be determined.

Rendezvous vehicle tracking using the COAS is performed in a2 similar manner. In

this case, however, a pair of COAS calibration angles and vehicle body attitude
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information at mark time are provided for incorporation into the onboard

rendezvous navigation filter for use in relative state estimation.

Before the COAS instrument can be used for star or target sighting, its pointing
direction in both navigation base and body coordinates must be acqurately deter-
mined or calibrated. This must be done while the IMU is accurately alined. The
crewman executes the COAS calibration software and inputs the COAS instrument
identity and the identity of the star to be sighted. When the mark is taken on
the selected sfar the onboard Shuttle software computes a line of sight for the
COAS in both navigation base and body coordinates, based on the known IMUJ
reference and the known position of the star. The COAS calibration will
nominally be performed for each COAS instrument as soon as is practical after
orbital insertion. This ensures that the COAS is calibrated before any possible
IMU or star tracker failures. Furthermore, the quality of the IMU alinement is

maximum at this time.
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6.2 SIMULATION APPROACH
The functional block diagram in figure 6-1 illustrates the method used in the
simulation of the COAS instrument. The diagram describes not only the functions
performed by the COAS error model but also those functions performed by an IMU
model and onboard flight software. (Note that the COAS model alone is not suffi-
cient for generating simulated COAS measurements since the model merely defines
the body attitude at mark time.)} In the following subsections the éOAS model
and the onboard software will be discussed separately. The IMU medel is

deseribed in section 2.0.

6.2.1 COAS Model

a. S, the unit 1ine-of-sight-vector of the star to be sighted in M50

coordinates

b. T, the unit line-of-sight vector of the rendezvous target in M50
coordinates

e¢. C, the actual COAS unit line-of-sight vector in the vehicle body coordi-

nates (one per COAS mounting location)

d. [TEI}, the ecliptic-to-M50 transformation matrix at the time of the

sighting mark
e. GAMMA, the longitude of the Sun at the sighting mark time

If simulated measurements for a star are desired, the first step is to adjust
the line of sight of the star to simulate the effect of stellar aberration (fig.
6-1, block 1). These phenomena result in a shift in the observed line of sight

of a star due to the relative differences between the velocity of the observer
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and the velocity of the light from the star. The apparent shift is in the direc-
tion of the velocity of the observer. If the rendezvous vehiele is being

sighted this step need not be performed.

The equations necessary for computing and adding the aberration correction are
presented in section 5.2. The error model (block 2) then computes and adds
error to the star or target line of sight yielding 2 measured star line of

sight in M50 coordinates, Sp-

In order to generate IMU gimbal angles at the mark time the vehicle body orienta-
tion must be determined at that time (block 3). This involves a vehicle maneu-
ver to aline the COAS instrument with the measured star line of sight. The ma-
neuver can be simulated as a body rotation about a single axis until the
measured star line of sight is colinear with the actual COAS pointing direction
vector. The two line-of-sight vectors are first rotated into a common coordi-

nate frame.

Sp = (TIB) 8

Sp = measured star line of sight in body coordinates

(TIB) = M50 to vehicle body transformation matrix at mark time

g = (m) ¢,

Ly = actual COAS pointing direction vector in body coordinates

(TBN] = actual vehicle body to navigabion base transformation

ga = actual COAS pointing direction vector in navigation base coordi-

nates computed from the ideal COAS line of sight by the error

model (block &)
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The axis of ftotation is perpendicular to both Sp and (g

R

UNIT (Cp x Sp)

R

n

unit vector parallel to the axis of rotation

The M50 to vehicle body transformation at the sighting mark time is, therefore,

(r8) = (cp* B (cgx®)s; "R - (5 x R))T(11B)

With the M50 to vehicle body transformation matrix at mark time, IMU gimbal

angles can be generated by using the IMU model (sec. 2.0, block iy,

The calibrated COAS line of sight and the COAS calibration angles must also be
generated for Shuttle software use (block 7, fig. 6-1). The computations
performed in block 7 need only be executed once per single mission simulation to
model the COAS calibration error. The simplest and most straightforward method
for modeling the calibration error is to actually simulate the COAS calibration
process. This is accomplished by using the COAS model and the onboard calibra-

tion software (fig. 6-2).

6.2.2 Onboard COAS Software

The previous section described how the COAS model produces a definition of body
attitude at mark time and thé simulated COAS calibrated line of sight. The body
attitude information, in conjunction with the IMU model (sec. 2.0), can be used
to generate simulated measured IMU gimbal angles. This section will describe
how the IMU and calibration data are used by the onboard software to produce
measurement parameters that can be used by either IMU alinement or rendezvous

navigation simulations.
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Simélated IMU gimbal angles are ﬁsed to compute the navigation base to IMU plat-
form transformation at the mark time. The direction of the COAS line of sight
in navigation base coordinates will have been previously determined for each
COAS location; therefore, a line-of-sight vector to the star in IMU coordinates

can be computed {block 8, fig. 6-1).
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S¢ = (mNBPC)C,
Sc = measured star line-of-sight vector in IMU platform coordinates
[TNBPC] = navigation base to IMU cluster transformation matrix at mark

time

Cn = calibrated COAS line-of-sight vector in navigation base coordinates

The navigation base to IMU cluster transformation matrix at mark time is

computed by the equation for (TNBPC] {see. 5.1.3-a, block &5, fig. 6-1); however,
in this case the IMU gimbal angles at mark time are used rather than averaged

gimbal angles.

In order to simulate rendezvous sighting data the gimbal angle information is

used to compute an equivalent mean of 1950 to vehicle body transformation (block

9, fig. 6-1),.

(tis08D) = (mwEBD){(TaMs0) (TmBRC))®

(TNBPC) = Navigation base to selected IMU cluster transformation mat:,rix
at mark time

(TCMSO]’ = IMU cluster to mean of 1950 reference transformation (constant)

(TNBBD) = Navigation base to vehicle body coordinate transformation
{ constant)

(TMEOBD) = Mean of 1950 to vehicle body transformation.

The navigation base to selected IMU cluster transformation matrix at mark time
is computed by the equation for (tnBPC) (sec. 5.1.3-a) using the IMU gimbal
angles at mark time instead of averaged gimbal angles. The mean of 1950 to vehi

cle body transformation matrix, a pair of COAS calibration angles in body
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coordinates, and the COAS identity can then be provided for incorporation into

the rendezvous navigation filter for use in relative state estimation.
’ i

One final software task is the computation of the aforementioned COAS calibra-
tion angles and the calibrated COAS unit line-of-sight veector. The calibrated
COAS unit line-of-sight vector in navigation base coordinates is computed in

block 10 of figure 6-2.

(meee)t (taMso)® s, -

—~1

S = selected star unit line-of-sight vector in M50 coordinates

[TCMSO] IMU' cluster to M50 reference transformation matrix

fn

(TNBPCJ navigation base to IMU transformation matrix

Ly = calibrated COAS line of sight in navigation base coordinates

The navigation base to selecfed IMU cluster transformation matrix at mark time
iz computed by the equation for [TNBPC) {sec. 5.1.3-a) using the TMU gimbal
angles at mark time in place of averaged gimbal angles. COAS calibration angles
in wvehicle bedy coordinates are also computed for the rendezvous navigation fil-

- ter (bleck 10, fig. 6=2).

Ce = (me) S

(TNB] = navigation base to vehicle body transformation
a—z

B_, = 1.:an“1 (Co1/Ce3)

~tan™" (Cep/-Ce3)

-1
a+x = tan {Cez/cel)

Bix ~tan"! (Ce3/Co1)
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6.3 ERROR MODEL-

6.3.1 Sighting Error

The COAS instrument sighting error model generates a simulated measured line-
of-sight vector by adding error to the apparent star or target line of sight.
This model adds error to a line of sight by rotating it in a parallel plane by
an amount equal to the error. The amount of rotation is computed from a nor-
mally distributed random number, the direction of rétation is determined by a
uniformly distributed random number, and the actual rotation is performed by
vector quaternion multiplication. This method of adding on the error assumes

that the random error is both Gaussian in distribution and isotropic.

The following is a detailed description of the computations used in block 2 of

figure 6-1.

a. Compute the random error quaternion for this sighting.
(1} Construct the error quaternion so that it is perpendicular to the

vector S, and parallel to the X - Y plane.
E = DUNIT (_S_a X }_)

(2) Compute the direcfion of the error quaternion and rotate it about

the line of sight S, by an amount equal to the computed direction.

R = (R, R)

Ry = cos du/2

R = (sin dn/2) S,

d = random uniformly distributed number

A value for d is supplied by a uniform distribution random number

generator such that 0<d<l; therefore, 0<dn<Ty.
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E:R*VR

{(3) Compute the magnitude of and form the error quaternion.

Q =(q,, Q
Q, = cos (e * ERROR_/2)
Q = {sin(e®*ERROR;/2)} ¥

ERROR £ 10 COAS instrument randem error

¢ = random normally distributed number

The number, e, .is supplied by a normal distribution random number

generator such that -3 < ¢ < +3; therefore,
-3¥ERRORO <eg¥ ERROR, < +3*ERRORO.

b. Add the random error for this sighting

The vector -S-m poiniis in the simulated measured direction of the star or target

being sighted.

6.3.2 Structural Instability Error

After the COAS has been calibrated, its line of sight in body ccordinates will
change due to random structural instabilities. This COAS mounting uncertainty
is modeled using the same method that is used for adding the sighting error to
a star line of sight. The following is a brief description of the computations

performed in block 6 of figure 6-1.
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a. Compute the COAS mounting uncertainty error quaternion.
(1) Construct the error quaternion so that it is perpendicular to the

vector C and parallel to the body X-Y plane.
V = UNIT (Q X g)

(2} Compute the direction of the error quaternion and rotate it about the
ideal COAS line of sight, C, by an amount equal to the computed direc-~

tion,

R = (R, R)

0!

Ro cos dm/2

R = (sin dn/2) C
d = random uniformly distributed number
E:R*ER

(3} Compute the magnitude of and form the error quaternion.

Q ==, ©

%

cos (e * ERROR1/2)
Q = sin (e * ERROR,/2) ¥
ERROR1 £ 1 0 COAS mounting uncertainty due to random structural
instabilities
e = random normally distributed number
b. Add the error to the ideal COAS line of sight vector.
C, =Q* CQ

—a

The vector C; defines the actual pointing directions of the COAS instrument in

vehicle body coordinates.

6-13
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6.4 ERROR SOURCES AND CONSTRAINT VALUES -

The sources of COAS measurement error are listed below.

a. COAS sighting error

b. COAS calibration error

¢. COAS mounting uncertainty
d. IMJ error

e. IMU mounting uncertainty

The IMU errors are a subject of the IMU model description presented in section
2.0, Of the remaining three, two of them are modeled by the algorithms
described in section 6.3. These two sources, the sighting error and the mount-

ing uncertainty, have the following 1 sigma values (ref. 6-3).

- i) ~

COAS sighting error = ERROR, = 110 Seo

COAS mounting uncertainty = ERRORl = 76 sec

As stated previously the calibration error can be modeled by actually performing
a simulated COAS calibration (note that the calibration error is, therefore, a

function of all of the following error sources):

a. COAS sighting error
b. Random IMU error
¢. IMU error due to drift

d. IMU mounting misalinement error

6-14
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7.0 RENDEZVOUS RADAR

7.1 GENERAL DESCRIFTION

The Ku~band radar/communication system is a dual-purpose Orbiter subsystem that
is used during orbital operations. It functions as either a wideband communica-
tions system for data interchange with the ground or as a rendezvous radar to de-
tect and track detached payloads or other spacecraft before or during rendezvous
maneuvers. The functions of communications and radar are not available

simultaneously.

The rendezvous radar provides automatic target detection, acquisition, and track-
ing. It is a target location and parameter estimation device that assists the
navigation filter in reducing target location uncertainties during rendezvous
maneuvers. The targets are Barth-orbiting satellites that are stabilized in

- three axes. The radar tracks a target automatically and supplies range, range
rate, radar shaft (roll) and trunnion {pitch) angles, and inertial angle rates

to both the navigation filter and the crew displays. All output parameters are
provided simultaneously during the tracking phase. External assistance and

operator intervention are normally required only for functions that initiate the

radar search operation.

Upon the initiation of search, the radar performs automatic search about a direc-
tion (vector) furnished to the radar by the GPC and indicates that search is in
progress for a maximum of 1 minmte. If target detection occurs, the search
program stops, the search indication is removed, and the radar indicates that de-

tection has occurred.
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The radar operates in two main modes: passive (no transponder on target vehicle)
and cooperative (trensponder operating). The range of the unit is enhanced by

a factor of 25 when in the cooperative mode, as well as increased measurement

limits, while the error characteristies remain essentially the same.
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7.2 SIMULATION APPROACH

The functional block diagram in figure 7-1 illustrates the method used in the
simulation of the rendezvous radar hardware. It is assumedgthat the following

five inputs are available from an environment simulation.

f
)
n

S Shuttle Orbiter position vector in M50 coordinates

b VS = Shuttle Orbiter wvelceity vector in MB0 coordinates
c RR = rendezvous vehicle position vector in M50 coordinates
d VR = rendezvous vehicle veloeity vector in M50 coordinates

e, (TIB) = M50 to Shuttle vehiele body transformation matrix

The following discussion summarizes the computations performed in each of the

blocks in the radar model functional block diagram (fig. 7-1).

a. Block 1 - compute the Shuttle relative position and velocity vectors of the

rendezvous vehicle in the mean of 1950 coordinate system.

[1=v]
i
|

|3
n
H

<t

Ry - By

F=)
|

rendezvous vehicle position vector relative to the Shuttle in M50 coordi-

nates

Shuttle-relative rendezvous vehicle veloeity vector in M50 coordinates

}

b. Block 2 - compute the mean of 1950 to radar sensor coordinate transforma-

tion, (TIS).

(t18) = (rBS) (TIB)

Hi

(rBs)

Shuttle body to radar sensor coordinate transformation
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The rendezvous radar coordinate system is oriented with respect to the Shut
tle body as illustrated in figure 7-2, and the body tc radar sensor transfo

mation matrix is defined as

)
0 0 -1
(TBs) = 0 1 0
1 0 0

Block 3 - compute the target range, r. -

s
n

|R|

-

Block 4 - compute the target range rate, r. The range rate is the compo-

nent of V that is parallel to R; therefore,
r = (E * E)/I‘

Extract the.directions of the radar sensor sgystem coordinate axis, X, Y,
and Z, from the M50 to sensor transformation.
]T

(x .. ¥ . z) = (ms

. 1

Compute the component of the range vector, R, that is perpendicular

to the radar shaft axis (fig. 7.3).

P=R-2(Z" R
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Block 5 - compute the shaft angle, V¥, and the trumnion angle,. ©. The tan-
gent of the shaft angle is simply the component of the range vector parallel
to the sensor Y-axis divided by the component of the range veector parallel

to the sensor X-axis; therefore,
¥Y=tan ' { (R * Y)/(& * X))

Similarly, the tangent of the trunnion angle is the component of the range
vector parallel to the sensor Z-axis divided by the component of the range

vector parallel to the perpendicular, P.
©=tan™ { Pl ® -2/ - P) }

Block 6 ~ compute the inertial roll rate, @, and the inertial pitch rate,
8. The roll rate is equivalent to the component of the relative velocity
vector perpendicular to both R and Z divided by the length of the perpen-

dicular P.
Y= {v: zxplE -

Similarly, the pitch rate is equal to the component of the velocity vector
that is perpendicular to both the range vector and the trunnion axis divided

by the magnitude of the range; therefore,

0=y Rx(ZxBWE R [PD

T~8
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Block 7 - Rendezvous radar error model. Once the measurements have been
computed they must be tested to ensure that they are realistic with respect
to the limits of the instrument. If‘any measurement is béd (i.e., violates
the constraints listed in table 7-I), then all measurements are bad and the
output data good flag is set to low or zero. This occurs with the
rendezvous radar since all measurements depend on having lock on the target.

The ideal radar output parameters are then corrupted using the equations in

section 7.3.
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7.3 ERROR MODEL
The computation of errors is.divided into two parts. At the beginning of each
phase (and only then) the random bias for each measurement type is computed. 1

form of this computation is
RANDOM NUMBER * 1-SIGMA BIAS = RANDOM BTAS
where the random number is Gaussian with zero mean and standard deviation of 1.

The noise is computed every pass through the model, and followé the same for-

mula:
RANDOM NUMBER * 1-SIGMA NOISE = RANDOM NOISE

The l-sigma values of noise and bias are selected and/or computed according to

the requirements shown in table 7-II.

The data shown are the current requirements., A1l 1-sigma values are constant

over the measurement interval except range noise, which is range dependent.

Depending on whether the range is greater or less than a predetermined "gate"
value, the range noise is either a percentage of the range or a fixed value,

whichever is greater.

The noise and bias are added to each ideal rendezvous radar output to simulate

the corrupted measurement.

i i i
dy = g + B + 7

= ith measured radar output parameter

0
B
'

7-10



ith actual radar parameter
bias for itR radar measurement parameter

computed noise on the ith padar measurement parameter
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7.4 ERROR SOURCES AND CONSTRAINT_VALUES

The radar parameter measurement limit requirements for the Orbiter rendezvous
radar are listed in table 7-I. Thesehlimits a;; funefi;ns of both ﬂardware and
physical limitations.. The maximum .range is a function of energy output and thus
is constrained by the size, weight, and power requirements of the unit. The min-
imum range is due to secondary reflections caused sy echoes from the primary ve-
hiele. The angle and angle rate constraints are due to limits on gimbal travel,
travel rates during tracking, and time constraints placed on the acquisitionlof
the target during the acquisition mode. (It should be noted that the angle ;ate
constraint is tested by components, not by root sum squared, since the azimuth
and elevation éngle gimbals are independent.) Range rate is constrained by the

pulsing frequency of the radar (rate at which it receives and processes

information).

The radar parameter measurement error requirements are presented in table 7-II.

7-12
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TABLE 7-I.- RADAR PARAMETER MEASUREMENT LIMITS

Parameter

LOS range

LOS range rate

LOS pitch angle
(relative to
Orbiter minus-Z
axis)b

LOS roll angle
{relative %o
Orbiter minus-Z
axis)b

Pitch inertial
angle rate

Roll inertial
angle

Passive mode

100 £t (30 m) to
10 n. mi. (19 km)

148 ft/sec
(45 m/sec)

closing, 75 ft/sec
(23 m/sec) opening

Plus or minus
30 deg

Same as pitch

Plus or minus
20 mr/sec

Same as pitch

Active mode

100 £t (30 m) to
300 n. mi. (560 km)

1500 ft/sec
(457 m/sec)
e¢losing, 300 ft/sec
(91 m/sec) opening®

Pius or minus
30 deg

Same as pitch

Plus or minus
20 mr/sec

Same as pitch

8The LOS range rate limits versus range shall be as follows:

1500 ft/sec
700 ft/sec
300 ft/sec
200 ft/sec
148 ft/sec

bAngle measurements capability shall be maintained over the full coverage ca-

closing,
closing,
closing,
closing,
closing,

300 ft/sec opening at 300 n. mi.
300 ft/sec opening at 200 n. mi.
300 ft/sec opening at 100 n. mi.
300 ft/sec opening at 50 n. mi.
75 ft/sec opening at 10 n. mi. to 100 ft.

pability of the antenna with accuracy degraded to levels no less than the
equivalent of commmnication angle measurement accuracy.

7-13
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TABLE 7-II.- RADAR PARAMETER .ALLOWABLE MEASUREMENT ERRORS

Paramfter

Random error
(30)

" Bias error
(30)

L0S range

LOS rangk rate

LOS pitcp angle
LOS roll angle
Pitech inertial
angle raﬁe

Roll inertial

angleb
|

a

1 ft/see (0.3 m/sec)
or 1 percent of range
rate, whichever is .

greater

8 mrad
(0.458 deg)

8 mrad
(0.458 deg)

0.14 mrad/sec
(0.008 deg/sec)

0.14 mrad/sec .
(0.008 deg/sec)

o]

+1 ft/sec (0.3 m/sec)

+3 degd

+0.14 mrad/sec

(0.008 deg/sec)

+0.14 mrad/sec
(0.008- deg/sec)

33ee; figure 7-4.

PNot! including target effects.

CSee| rigure 7.5.

Includes 2-degree requirement value plﬁs a structural uncertainty

of fl degree.

T-14
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8.0 RADAR ALTIMETER

8.1 GENERAL DESCRIPTION

The radar altimeter (RA) is a C-band altimeter system that provides a measure-
ment of ground-relative éltitude of the antenna system of an airborne vehicle
from 5480 feet altitude to touchdown. The RA requires no ground station infor-
mation as is the case with the other navigation sensors. The user simply
applies power to the RA and the system pfovides altitude from the antenna to the
nearest point on the terrain. Thus, the RA reads 4 + 0.5 feet when the

Orbiter's wheels are on the ground.

To obtain altitude information the airborne transmitter illuminates the terrain
below the aircraft with periodic 4.3-GHz pulses. The airborne receiver then mea-
sures the time delay between transmission and the first echo received (denoted
leading edge detection). The two-way propagation time is then multiplied by
one-half the propagation velocity to compute the aircraft's altitude above the
nearest terrain point. The altitude measurement is then‘sent to the onboard com-
puter at a 6.25-Hz rate for use in guidance computations and attitude vertical
velocity indicator (AVVI) processing. A repetition rate of 8.5 kiz for the
transmit-receiver sequence allows the RA to track altitude change rates of up to

2000 ft/sec.

The radar altimeter will operate accurately over any terrain type that exhibits
a coefficient of reflection of 0.05 or greater. The RA may, therefore, be used
over water or ice as well as land. The RA may be used in heavy rainfall of up

to 40 mm/hour.

8~1
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8.2 SIMULATION APPROACH

The Shuttle radar altimeters lock on and yield valid altitude measuremgnts at an
altiude of 5480 feet. Altimeter data are not utilized, however, until the
sub-Orbiter point is within a specified distance from the runway threshold.

This limit, denoted R_GO RAMP, may be found in the navigation I-load (ref. 8-5).
The current value for R_GO_RAMP is 4000 feet. Assuming a 1l.5~degree glide-
slope after final flare, and an aim point 1500 feet beyond the runway threshold,
radar altimeter data will first be incorporated in the nav. state vector sent

to guidance at a nominal altitude of 144 feet (= (1500+%000) sin 1.5 deg).

After RA lockon, altitude measurements are simulated via the altitude-dependent

error model (sec. 8.3).

8-2
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8.3 ERROR MODEL
Radar altimefers are, in general, subject to the following four potential error
sources:2
a. Averaging of the terrain illuminated by the EM beam
b. Multipath effects

e¢. Error in pointing of the altimeter EM beam or terrain slope

d. Errors inherent in the altimeter measurement equipment

The technique of leading edge detection (utilized by the Space Shuttle radar al-
timeters) effectively eliminates the second error source. Leading edge detec-
tiom yields altitude above the highest or nearest terrain point. The fiprst and
third error souces (terrain averaging and terrain slope) are not significant
near airstrips where the Shuttle is likely to land. In speecial cases when the
Orbiter makes its final approach over uneven terrain (as is the case for eerpain
approaches to Vandenberg) it is likely that the threshold point at which RA mea-
surements are incorporated will be moved closer to the runway threshold so that

altimeter data over rough terrain will not be used.

Measurement equipment error constitutes the most significant error in the Shut-

tle RA system., Limited flight-test data gathered by. the manufacturer

27 fifth RA error source has emerged during the Approach and Landing Test
(ALT) program. ALT free-flight test data have indicated erroneous altitude
transients (from RA #1) of 45 feet when the Orbiter is below 100 feet
altitude on final approach. To correct this problem for the orbital
flight tests (OFT), the RA antennas will be repositioned so that interference
between the two RA's and the landing gear is minimized. The error model

presented here assumes that this RA altitude bransient problem will be
corrected for OFT. L
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Irom TWO aiTI1meTers Ilown 1n a Ui4lA airerait indicate that blas accounts for ap-
proximately 97 percent of the'totaiﬁRMS system error. The residual RMS system
error of 25 percent ( = (160 pereent2 - 97 percent2)l/2) is attributed to random

noise. Radar altimeter error is modeled as follows:

hC=h +bhul+0hu2

where h is the corrupted altitude measurement

h is the true altitude 'of the radar altimeter antennas above the
local Eerrain

by, 0, are the 10 bias and noise figures given in section 8.4

u is a unity variance, zero-mean Gaussian random number, sampled
once per flight for each altimeter

is the same as Uy but sampled once per measurement for each
altimeter.
Finally, the altitude measurement is quanftized to the nearest foot via:

h=0.5T*ft+ q(hc)

where q() is the gquantization operator that truncates the argument to the least

significant bit for  the RA altitude word.
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8.4 ERROR SOURCE VALUES !
The Orbiter carries two Honeywell model HG%lQBCl radar altimeters: one each i
the 1 and 2 forward avionics bays. . The following error model statistics are

based on the Shuttle RA procurement specification (ref. 8-3).

Bias (10): Value
0 <h <10 ft 1.552 ft
10 < h < 66 ft 2.522 ft
66 < h < 5476 ft .0291 ﬁn

Noise (1lo):

0 <h <10 ft 0.389 ft
10 < h < 66 ft .632 ft
66 < h < 5476 £t .0075 h
Quantization
1 ft ———
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9.0 TACAN

9.1 (GENERAL DESCRIPTION

Tacaﬂ (tactical air navigation) is a military L-band air navigation system that
provides slant range and magnetic bearing from user aircraft to the ground bea-
con. Tacan is an internationally accepted system with over 1300 ground stations

worldwide, of which over 800 are within the United States.

The user selects a desired ground beacon by tuning to one of the 126 channels in
the frequency band from 1025 MHz to 1150 MHz (ref. 9-1). At intervals of 30 sec-
onds each ground beacon broadeasts its unique station ID in audible Morse code

tones to allow positive station identification by the crew of the user aireraft.

To obtain slant range information an airborne interrogator transmits a pair of
pulses omnidirectionally on a specific frequency appropriate to a selected
ground station, then searches for a returning pair of pulses from the ground sta-
tion transponder (receiver, retransmitter) on a frequency +63 MHz from the
interrogation frequency. The airborne unit then determines slant range distance
by measuring the two-way propagation time, subtracting 50 Usec to account for
ground transponder delay, and multiplying by one~-half the propagation veloecity.
This one-way distance is then provided to the onboard computer in units of nauti-
cal miles. The slant range function of the Tacan system is often called dis-

tance measuring equipment (DME). Each Tacan ground station can provide DME ser-

vice to as many as 100 aircraft simultaneously.

Bearing information is transmitted from the ground station whether or not DME
interrogation pulses are being received. The transmitted signal is a nine-lobe

cardioid radiation pattern at a fixed 15 revolution/second rate. As one




T9FM5
particular lobe passes through magnetic north, a particular string of pulses
(code) is transmitted. A different string is transmitted for éach of the other
eight lobes. Bearing is determined by the receiver by measuring the time differ
ence between the most recent reference pulses and a signal strength maximum on
the rotating cardioid of known rate. The mechanization permits a 360o bearing
sector to be divided into 9 identifiable 40° sectors, for a nine-fold increase

in accuracy in determining bearing as compared to single lobe systems.a

8Tt has been shown during the Approach and Landing Test program that Tacan
bearing data are subject to transitory 40 spikes. Navigation designers
should know that such transients may cccur during OFT entry, and should
be aware of their effects on the navigated state vector.
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9.2 SIMULATION APPROACH
Tacan provides a slant range measurement (p) from the Orbiter to the grdund sta-
tion, as well as a measurement of magnetic bearing (é) f;om the Orbiter to the
ground station (w.r.t. magnetic north at the ground station). Signal strength
and low elevation constraints are reflected in the range and bearing lockon
flags (P1gors ©1ock)r Which are provided by the Tacan simulation. (Note: the
user program must test for the high elevation constraint (élevation angle > U5°)
or the cone of confusion, in which Tacan bearing-data becomes unreliable.) This
Tacan simulation includes the automatic antenna selection logic between upper

and lower antennas for each navset that is found in the TACAN SOP (ref. 9-2).

An environment simulation provides the true Orbiter position and velocity, Rgopp
and Vppp, as well as the Orbiter's attitude as described by the transformation

BODY
from Earth-centered inertial (ECI) to body ccordinates, Tgcy

This Tacan simulation requires the following data for each ground station.
a. Ground station position, RGND
b. Magnetic variation at ground station, Oyap

¢. Ground station equipment type

These data are available from the Environmental File, which is prepared and
maintained by the Department of Defense Electromagnetic Compatibility Analysis
Center (ECAC) in Annapolis, Maryland. Limited data concerning Tacan's in the

KSC and Edwards areas are available from references 9-3 and 9-U4.

It is assumed here that the Tacan tuning schedule has been chosen to avoid the

following conditions:
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a. Ground stations obstructed by surroundings (mountains, buildings, etc.)

b. Cochannel interference caused by simultaneocusly receiving two ground sta-

tions on the same channel (ref. 9-3, and 9-5).

Figure 9-1 presents a block diagram for a Tacan simulation. The functions of

each block are as follows:

a. Block 1 - computes five parameters specifying the Orbiter/ground station
geometry. Equations used to derive each of the five parameters are as

follows:

Slant range {p)

o = |Rors - Rawnl

Line of sight vector (BLOS)r Orbiter to ground station

yos = (Renp - Borp)/e

Note: Using knowledge of the Orbiter's attitude (i.e., ng?Y), w,os is

expressed in body coordinates for use in block 2.

Orbiter elevation (EL)

B = 90°- cos™! (uLos - uy,GND)

where Ly, GND is the unit vector describing geodetic vertical at the

ground station

Magnetic bearing (8), Orbiter to ground station

0 = tan"1((ELOS'BE,GND)/(ELos'EN,GND)] - Ovar

9-4
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where U, GND is the unit vector pointing east at the ground station
UyN,GND is the unit vector pointing true north at the ground station
eVAR is the angle variation from true to magnetic north at the

ground station

Radial velocity, VRAD’ along line-of-sight vector

Vpap = |Yomp + Yrosl

Tangential velocity, Vyay, relative to the ground station

Voan = |Yorp - Lran]

where Uran is ;he horizontal unit vector perpendicular to the line of

sight

Block 2 - computes the radio frequency (RF) link loss (Lpryg) using the fol-

lowing equations extracted from reference 9-6:
Each of the individual terms in this equation are computed as follows:

Gogrp: Orbiter antenna gain
First compute the look angles from the Orbiter antemnas to the ground

station:

@ = cos™! (ugyr - ureg)

where Ypnr is the antenna pointing direction given in section 9.4.1. The
particular antenna is specified by the antenna auto-select logic (block 6)

and the navset being used.
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Y08 is the line of sight veotor in body coordinates from block 1.
Goprg 1is fthen computed as:

8
If ¢ < 100°, P8(a) = L C, off dBi
n=0

where the Cp's are given in section 9.4.2.

After the eight-order polynomial P8(0) hbhas been evaluated, the onboard gain

is computed depending on which region the look angle lies.

Region 1: (ai£109)

Goge = P8(a) + | 2 sin (0.4ma) |
Region 2: (109%q < 40°)
Gorg = P8(w) - 1.5 sin (0.157a)
Region 3: (300<q<1009)
Gops = P8 (a) - A3 (@) sin (F3(a) wa),
where A3 (o) = 2 - 0.0333 (a-U0)
F3 (@) = 0.15 - 0.000833 (a-40)
Region 4: (100°<c<180°)
Gopp = GY (@) + |44 (o) sin (F¥(a) 7a) |,
where G4 (@) = =10 =0.375 (c-100)
A (o) = 0.25 (a~100)
FY (@) = 0.1 + 0.000625 (6-100}
Change 3-

September 1980 9-7
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If the user desires to simulate the effects of variations in the on-board anten-
na patterns, then a random shift may be introduced in the sinusoida} scalloping
of the gain pattern by adding a uniformly distributed random (on [0, 27)) phase
shift to the argument of the sine function in each region. The random phase
shift is intended to be chosen only once for each onboard aﬂtenna thereby

introducing a pseudorealistic pattern variation.

Ggup: Ground station antenna gain

Ggyp = 20 log (Gg) + Grypg dBi

where Gp is the normalized antenna gain, specified by the function of
the elevation angle EL, as given in section 9.4.3.
Gpypg is equal to 2 dB for the older ground station antenna design
{(utilized by the military) and is equal to 5 dB for the new equip-
ment types (RTB or RTC). Reference 9-2 gives equipment types for
Tacan's in the Edwards AFB area. Reference 9-3 gives similar infor- -
mation for Tacan's close to KSC.
Lp: Cable losses
Le = -4.8 dB (based on the Orbiter acceptance criterion)
Lp: Fading loss (multipath)
If EL > 15°, Ly = O 4B
If BL < 15°, Ly = (4.5 - .6 EL +.02 EL2) dB
Change 3

September 1980 9=-Ta
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Lp: Polarization loss
First, compuie the mismateh angle (¢) between the Orbiter and ground station

polarization directions:
¢ = cos™1 (Pg-ur/|Pgl)
where Pp = Wpum ~ Wjng COS O
Uz = (Ropp * Yr0s) * U108/ |Rore * Uros
Polarization loss iz then computed from the mismatch angle via:
Lp = 10 log (.5 + .49373 cos 2.d>) (dB)
F8PL: Free space path loss
FSPL = 20 log {(A/Ump) dB

Assuming a A corresponding to f = 1.213 GHz {(the shortest Tacan wavelength),

we have:

FSPL = ~99.48 - 20 log p (dB)

where p is in units of nautical miles

Block 3 -~ computes received signal powers at the ground station for the

downlink (Spoyy) and at the Orbiter for the uplink (SUP).

Spowm = Pore *+ Lpyg (dBm)

where PORB is the radiated power from the Orbiter navset, assumed to be 60

dBm (1000 watts)



Yng is the T;fe of sight wvector

Gorp 1is then compted as:

If o » 120°, Ggkp = -U0 dBi

If o < 120°, GoRl = Cn o dBi

=0

= e Bl 0

whage the C,'s are Biven in sectlon
Ganpt ‘ground station lantenna gain

where Gy is Bhe normAlized anjfenna

of the elevition\angle/EL, as,

GTYPE is equal 3\3. ¢
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in body coordinates from block 1.

9.4.2.

gaing#pecified by a tabular function

#fiven in section 9.4.3.

@J;for the older ground station antenna design

(utilized by thasﬁﬁli%mry) and is equal to 5 dB for the new equip-

)

ment types #%JB or ?TC).iy'eference‘9-2 gives equipment types for

Y

Tacan'é'in fhe Edwarfls AFB aRjea. Reference 9-3 gives similar infor-

mftion fof Tacan's cBose to KSCW®

Cable logkes

b,

Y

Lg = -¥.8 dB (based on the Prbiter acceptancéacriterion)

Lp: Fagding loss (multipath)

ff EL > 15°, Ly = O dB

If EL < 15°, Lp

n

-(4.5 - .6 Ef +.

.. ‘-N-

02 ELZ) dB
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Lp: Polarization loss .
First, compute the mismatgh angle (¢) between the Oéiiter and ground station
polarization directions: ‘

¢ = cos™! ‘(_E;‘R{._‘!I/ |erD)

A
L]

where Pp = Wpyr - Mps ¢S

Uz = (Ropp * Urpg) ¥ Uros/|Rors ¥ Yrosl

> i

Polarization loss is then computed from the mismatch angle via:
?

»

Lp = 10 log (.5 + .49373 cos 2¢) (dB)
FSPL: Free space path loss
FSPL = 20 log {(A/Hup) dB

Assuming a ) corresponding to f = 1,213 qﬁz,(the shortest Tacan wavelength),

we have:

FSPL = -99.48 - 20 log p (dB)

where p is in units of nautical miles :

Block 3 - computes received signal powéfs at the ground station for the

»

downlink (Spoyy’) @nd at the Orbiter for the uplink (Syp) -

Spown = Porp + Lpiyg (dBm)

where Pyrg 1is the radiated power from the Orbiter navset, assumé&afo be 60

1

dBm (1000 watts)

9-8
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LLINK is the RF link loss computed in -block 2

Sup = Powp *+ Lpzng (dBm)

where Pgyp 1s the power radiated by the ground station in dBm. This is
assumed to be 67 dBm (5kW) for permanent Tacans and 58.45 dBm (700 W) mobile

ones.

Block 4 - computes the corrupted range measurement, p, using the range

error model equations presented in section 9.3.1.

Block 5 - determines range data lockon as a function of downlink received

signal strength, SDOWN’ and the elevation angle, EL, as follows:
If EL > 1° and Spoyy > -90 dBm, then p;geg = TRUE
Otherwise

pLock = FALSE

After the range threshold criterion has been met, a period of time is
required for the Orbiter navset to lock on to the ground station replies.
This time increases as range rate increases, but 2 seconds may be assumed at

range rates less than 4500 knots (ref. 9-8).

In addition to lockon delay a memory feature exists in the hardware that
causes the lockon indication to remain for about three-quarters of a second

after the signal falls below threshold.

The 1° constraint on elevation angle accounts for atmospherie effects such

as tropospheric scatter. This is felt to be a conservative limit since the
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hardware may actually achieve lockon below 1° elevation, but will not

dependably do so all the time.

The -90 dBm constraint on the received power at the ground station is due to
the receiver threshold in the ground equipment that causes all interrogations
with less thag -90 dBm received power to be ignored. Uplink signal power

is not a range acquisition constraint since (1) ground stations are generally
more-powerful than the Orbiter transmitters (mobile Tacan ground stations

are less powerful, transmitting only 700_watts), and (2) airborne receivers

are more sensitive than ground receivers, with a DME acquisition threshold

of -94 dBm.

Block 6 - selects between the two antennas (upper and lower) associated with

each Tacan navset.

Since range data yields more accurate position updates than bearing, it is

desirable to switch antennas when DME is not locked-on, even though bearing
lock might be present. The Tacan Subsystem Operatiﬁg Program (SOP) performs
this antenna selection automatically, independently for each navset, in the

following manner:

(1) The SOP will initially select the bottom antenna when a new station is

tuned.

(2) If, after 10 seconds (I-load), range lockon has not occurred the top

antenna is selected,

(3) If, after an additional 10 seconds, range lockon still has not occurred

the bottom antenna is reselected.
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This switching sequence continues until range lockon has occurred, at which
time the SOP freezes to the lockon antenna. Should range lock disappear for

a 10-second period the acquisition switeching sequence is resumed.

Block 7 - determines bearing data lockon as a function of uplink received °

signal strength, Syp, and the elevation angle, EL, as follows:
If EL > 1° and Syp > -90 dBm, then & gox = TRUE

Similar to range, bearing lockon is delayed by a constant 3 seconds
(regardless of range rate) (ref. 9-8). Also, the data value and lockon

indication is held for 3 seconds after loss of adequate signal.

Block 8 - computes the corrupted bearing measurement, 0, using the bearing

error model equations presented in section 9.3.2.

9-11



*

o,

9.3 ERROR MODELS

TAFMA

Tacan range and bearing errors are modeled using knowledge of the uplink and

downlink received signal strengths, Spp and Spoyy, which are computed in block 3.

9.3.1 Range Error Model

-~ Block 4

Tacan range measurements

tor errors as related in

pc = (1 + SE‘E)D + bGND -+

where P

SFE

bgip
boRB
broc
DSHIFT
NGND

IORB

is

is

is

is

is

the

the

the

the

the

the

the

the

the

are subject to biases; bias shift, noise, and scale fac-

the following equation:

bors + broc + bsurrFT + ngyp * Do

corrupted range measurement

scale factoé error

true slant range

range bias induced by the ground station eleéﬁroﬁies
range bias induced by the Orbiter navset electronics
range bias induced by ground station survey errors
ground station bias shift

ground station random noise

Orbiter navset random noise

The range errors are modeled as independent zerc-mean Gaussian random variates

with the™10 values given in section 9.4.4.

Finally, the range ig%guantized to the nearest 0.05 nautical mile via:

RNGQuanT.

INT

P+ 0.025 0.05 (nm)
0.05

where INT = the greatest integer function and P = raw RNG data.

Change 2
June 1980



T9FM5

9.3.2 Bearing Error Model - Block 8

Tacan bearing measurements are subject to bias, path errors, and noise as

described in ‘th

here

D >

e-!-bG

ND * PORB + RGND * "ORB * PROUGH * PBS

LI I

is the corrupted magnetic bearing measurement
is the true magﬁetic bearing
is the ground station bearing bias

is the Orbiter navset bearing bias

is the random bearing error induced by the ground station

. ;g‘thg signal stregg@h dependent random error induced by the

Orbiter receiver

is the random error due to ﬁoughness of the bearing beam
is the exponentially correlated bias due to bending and

scalloping of the ngring beam. The time constant (TBS)

of this ECRV is comggted via:

Tgs = ((VRap/DPrap) + (Voan/Dray))”

is the radial correlation distance

is the Orbiter's veleeilby compenenk along the line-of-sight
veetop

is the tangential @@9@%&%&3@% distance

is the Orbiter's greund velabive veloplty pespndiqilan 4o
the line of sight

iz computed sequentially in the foliowing manner:

ORIGINAL PAGE IS
OF POOR QUALITY
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Initialization: bgg (tz0) = Ogg u

Iteration: bpg (t) = a'bpg (t - &) + Ogg v l-az u

-At/TBS
Where a=e

u is a unit variance, zero-mean Gaussian random number
10 values for all the above error sources are given in section 9.4.5.

¥ Finally; the bearing is quantized to the nearest 0.1759 degree ‘via;

¥ where INT = the greatest integer function and © = raw BRG data. -

' SRIGINAL PAGE IS
OF FPOOR QUALITY,

Change 2
June 1980 9-14
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8.4 ERROR SOURCE VALUES
The Orbiter carries three Hoffman ARN-8Y4 Tacan navsets, one each in the 1, 2,
and 3A forward avionies bays. Each receiver is fed by two L-band antennas, one
mounted on the upper and one on the lower portion of the Orbiter's outer struc-

ture. Error modeling data specific to the Shuttle Tacan system follow.

9.4.1 Orbiter Antenna Pointing Directions

Tacan antenna pointing vectors are given below in body coordinates.

Antenna Antenna Tacan

number location number X ¥ Z
1 Upper left 1 +0.41742  -0.15643 -0.89515
2 Lower left 1 +,04532 -.49931 +.8648L
3 Upper cente; 2 +. 42262 - ] -.90631
i Lower right 2 +.04532 +.49931 +,86484
5 Upper right- 3 +. 417482 +.15643 -.89515
) Lower center | 3 +.03490 0 +.99939

9.4.2 Orbiter Antenna Gain Pattern

The Tacan antenna gain patterns are approximated by an eighth-order curve fit to
the angle of offset between the ground beacon and the Orbiter antenna boresight.

The nine coefficients specifying the curve fit are:

Co = -2.44276L458 E1
Cq = 4.219265311 EO
C2 = -4 ,327836256 E-1
Cy = 2.344000307 E-2
Cy = -6,865056346 E-4
C5 = 1.138519773 E-5
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Cg = -1.069845253 E-T
C; = 5.303361563 E-10
Cg = -1.077010598 E-12

9.4.3 Ground Station Antenna Gain

Ground beacon normalized antenna gain is specified by the following function of

elevation angle (EL).
a. IfEL <29 _
Gg = 0.6725 + 0.2975 sin ()

where § = 0.05265 * 7 * (EL)

b. If 29° < EL < 90°

Gg = 0.272 + A2 sin (8)
where A2 = 0.22 - 0.0022 (EL-~229)

F2 = 0.03125 + 0.0002367 (EL-299)
and 6 = F2 # ¢ # (EL-229)

If the user desires to introduce a random shift and a random amplitude variation
the expression
V(EL) = 0.05 sin (0.1 * 7 *# EL + ¢)

should be added to the normalized gain G computed above. The phase angle &
is a unifofmly distributed random variable on the interval [0, 2r) and is in-

tended to be chosen only once for each ground sta’ -’

Change 3
September 1980 9-16
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9.4.4 Range Error Values

Bias (1o}:
Ground station: 300 ft
Orbiter transceiver: 100 %

Ground station bias shift: 15.8xe~-115 (SDOWN + 60) p¢

Noise {(10):

Change 3
September 1980 9-16a
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Ground station:

if SDOWN 2 =55 dBm: 20 't

If Spowy < -55 dBm: 20 - 2.33 (55 + Spopy) ft

Orbiter transceiver:

If Syp > -80 dBm: 42 ft

If Syp < -80 dBm: 42 - 4.2 (80 + Spyp) ft
UP up

Station location uncertainty:

33 ft (10, per axis)

Quantization error: 304 ft (0.05 n. mi.)

Scale factor error: 100 ppm (10)

9.4.5 Bearing Error Values

Bias (10)
Ground station:

Onboard receiver:
Noise (10)
Ground station:

Orbiter receiver:

Quantization error:

Path errors
Roughness
Bending and scalloping

Radial correlation
distance

o

=

o

0

0

1°
.353° (SUP > -82 dBm)
-458° (Syp < -82 dBm)

.1758° (ref. 9-11)

.3° (10)

4% (10)

10 000 ft

9-17
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Tangential 5 000 1t
Correlation distance

9-18
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10.0 MSBL3

10.1 GENERAL DESCRIPTION

The microwave scanning beam landing system (MSBLS) provides informgtion
representing azimuth angle, elevation angle, and distance of user aircraft with
respect to a ground installation located beside the runway. The ground installa-
tion consists of two mair elements: (1) an elevation station located just be-
yond the nominal touchdown point providing good geometry for altitude measure-
ment prior to touchdown, and (2) an azimuth/DﬁE station located beyond the far
end of the runway to provide data through rollout. Using knowledge of the

ground station locations, these data are transformed into the runway coordinate
system yielding positional information for CRT and dedicated displays, and for in-
corporation into the Orbiter navigated state estimate. The MSELS is a precision
navigation sensor used during final approach through rollout at landing sites so

equipped (ref. 10-1).

The crew selects a ground installation coffesponding to the desired runway by
tuning to 1 of 10 channels via the cockpit control head. Upon reception of
ground station solicit pulses, the onboard navsets transmit DME interrogations

on 15.47 GHz with a pulse pair spacing based on the channel number. Solicit
pulses and all three information channels (Az, El, and DME) are transmitted from
the ground stations on 1 of 10 frequency channels between 15.4 and 15.7 GHz.

The pulse pair spacing is different for the solicits, DME replies, elevation, az-
imuth-fly-left, and azimuth-fly-right signals facilitating navset identification

of the data type being received.

10-1
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DME data are decoded by the navset using conventional transponding techniques.
The round trip time is measured, g}ound station delay is subtracted, and then it
is scaled by half the speed of light to be ocutput in units of nautical miles.
The ground DME antenna radiates into the entire coverage volume without scanning

(ref. 10-1).

The azimuth and elevation antennas are designed such that the power radiated is
focused nearly into a plane. The azimuth antenna is oriented with this plane
vertical and is mechanically scanned horizontally. The opposite situation
exists for the elevation antenna. The scans result from 2.5 Hz sinusoidal oscil-
lations, whose angular extremes are in excess of the coverage volume, but RF
transmissions occur only during the central portion of the scan where the angu-
lar rate is approximately constant. The sector of transmissions is plus or
minus 15 degrees (from parallel to runway centerline) for azimuth, and zero to
30 degrees (from the horizontal) for elevation. The solicits, DME operations,
and angle scans are electronically synchronized for time-shared transmissions at
200 milliseconds per complete cycle. The spacing between pulse pairs fed to the
angle antennas is proportional to the pointing angle of the antenna at that in-
stant. The navset tracks the amplitude modulation caused by antenna scanning
and averages the spacing 6f pulse pairs received between two points of'equal
power on either side of the symmetrical antenna beam. The average spacing is
scaled to degrees for output. Although the antenna beamwidth may be 1 degree
(Az) and the spacing of pulse pairs is incremented only every one-eighth degree,
angular accuracies in excess of 0.05 degree (system spec) are obtainable with
this approach. This represents less than 1 foot error pér thousand feet of dis-

tance to the ground station.

10-2
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10.2 SIMULATION APPROACH
Each of the triple redundant navsets aboard the Orbiter make three data words
available to the data processing system at a 5-Hz rate. This subsystem simula-
tion defines the algorithms necessary to ﬁodel Az, El1, and DME measurements
histories with respect to éarious error mechanisms and the behavior of the data
validity flags. The lockon and error models utilize parameters normally avail-
able in an environmental simulation in order to produce measurement and lockon

histories to a relatively high degree of fidelity (subject to the accuracy to

which these dependences are known and can be simply modeled).

10.2.17 Block Diagram Description

Figure 10-1 is a functional block diagram of the MSBLS subsystem simulation.

a. Block 1 - the first task is to take the vehicle position and attitude and,
utilizing knowledge of the Orbiter antenna and ground station locations, com-
pute the desired line-of-sight vectors. This is done both from the ground
stations to the Orbiter in runway coordinates and from the Orbiter to the

ground stations in body coordinates. Slant ranges and look angles are then

determined (sec. 10.2.2).

b. Block 2 - the slant range from the DME site to the Orbiter and the ground
station %ook angles are then checked aéainst geometrical limits to ascertain
whether the ground station is radiating valid data in this region (sec.
10.3.1). This alone does not determine validity because adequate signal

levels may not be present.

¢. Block 3 - the slant ranges and look angles are then used to compute expected
signal levels via antenna pattern curve fits and other formulations to be

compared to an assumed threshold for lockon determination {sec. 10.3.2).

10-3
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d. Block 4 - the presence of adequate RF signal and ground station coverage is
required for each information channel validity flag. All three onboard I
navsets are assumed to behave in a parallel fashicn with respeet to data va-

lidity (sec. 10.3.3).

e. Block 5 - the look angles and signal levels are then applied to the error
model that contains known error dependences for the ground stations, path,
and each onboard navset (sec. 10.3.4). The three corrupted measurements for
each data type are assumed to be representative of the performance of a non-
failed system in the configuration experienced during the approach and land-

ing tests (with the exceptions listed in sec. 10.3.5).

10.2.2 Geometric Observaples Computation

RW
The Orbiter c.g. position (Rpg) is assumed in units of feet in runway coordi-

nates, and an Orbiter attitude transformation matrix (T) is assumed to convert
a vector in runway coordinates to body coordinates by multiplication. Vélues to
be used as the Orbiter antenna location (ggggiNT) and ground station locations
(EiglnME and E;E) are given in section 10.4.1. Lines-of-sight (U) from the

ground stations to the Orbiter antenna are:

RW 1 ( BODY ] RW RW
Upz/oME = T RorBanT / + Rcg -  Raz/pME
RW 2 BODY ] RW RW

UrL =T RorBanT / + Reca - Eew

Lines~of-sight from the Orbiter antenna to the ground stations are then:

BODY ( RW RW ] BODY
Uazzome = T ‘R az/pMe - R g 7 - R oreant
BODY ' ( RW RW ) BODY
U EL = T RBgL -Rceg / - R orpanT

10-5
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Slant ranges from both ground stations to the Orbiter are:

| RH |
U az/DME

L]

RW
| 8 | (£t)

(£t) -

SR p7/DME

i

SR gy,

Elevation (©) and azimuth (¥) look angles from the ground antennas to the

Orbiter may be obtained as follows:

-~ ~ -~

Assuming: U =uy X+ Up y + U3 Z
RW RW RW
~ ¥ ag/omp = are tan (~ugz/pue o /upz/pE 1) (deg)
RW RW ' RW
o BH ( » 2)
az/pME = arc tan lupy/pMgp 3/ (upz/pME 1)< + (upz/DME 2) (deg)
RW ' RW //VRW RW
¥ oo = arc tan [UEL o/7 (ugy, 1)2 + (ugy, 3)2J (deg)
RW RW  RW
e EL = arc tan (ugy, 3/uEL 1) (deg)
The Orbiter-to-ground station antennas look angles are gimilarly:
BODY BODY BODY
© pz/pME = arc tan (-upz/pME 3/UaZ/DME 1) (deg)
BODY BODY //’BODY ) BODY ,
Y a7/DME = arc tan (UAZ/DME 2/" (upz/pME 1)° + (upz/DME 3) ) (deg)

10-6
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BODY BODY BODY
© EL = gare tan (—UEL 3/uEL 1 ) A ) (deg)
BODY BODY / BODY BODY
Y & = arc tan (“E‘L o/Y (ugy, 1)2 + (ug, 3) 2) (deg)

10-7
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10.3 SUBSYSTEM MODELING FORMULATIONS
Thigs secticn identifies (and briefly explains) the algorithms necessary to charac-
terize MSBLS subsystem behavior under the assumptions listed in section 10.3.5.

The values to be used as constraints, or in detailed computation of a parameter,

are tabulated in section 10.4.

10.3.1 Coverage Check

The noncorrupted, or ideal, azimuth, elevation, and DME measurements are the

inputs to be checked against the geometrical constraint values listed in section

10.4.2.
DME rryg = SR az/DME (£e)
’W
AZ cpur = Y az/DME (deg)
RW '

DME coverage is constrained by a maximum (19.6 n. mi.) slant-range value.

If DME qpyp < DME gp Max ' (£t)
DME data may be valid.

Azimuth and elevation coverage angles where data may be flagged valid are not
the same as the previously mentioned angles where power is applied to the

scaming antennas or the ground station specified coverage volume.

The azimuth coverage is constrained by an azimuth limit a little in excess of
315°. The system sign convention is positive if the vehiele is right of

centerline (fly left).

10-8
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If | BZ qpyp | < AZ yyuy _ (deg)

azimuth data may be valid. Similarly for elevation coverage

elevation data may be valid.

10.3.2 BRF Lockon Check

Ls discussed, comﬁietion of five RF links is Fequired for acquisition of all
three data types. They are the solieit (uplink), DME interrogation (downlink),
DME reply (uplink), azimuth (uplink), and elevation (uplink) (ref. 10-2). A
reduction in model complexity is possible since the soliecit and DME reply links
are identical. Furthermore, they differ from the DME downlink only by a con-
stant (different transmission powers). fhe DME downlink is the weaker of the
three such that it alone must be checked against a threshold to determine DME
lockon. The DME downlink received signal level is also the only power
represented in the DME error model. Azimuth and elevation powers will also be

computed, checked, and passed to the error model.

The RF link model approach will be to eompﬁte antenna gains, polarization loss,
and path loss, then add a constant reflecting cable losses and transmission
powers required for that link to get a received power. The Orbiter antenna
gains for the azimuth and DME links are the same but a gain must be computed for
the look angle to the elevation station. Curve fits éf the four antenna gain ‘
contours yield gain as a function of elevation and azimuth lock angles. Path
losses are determined by the slant ranges. Polarization loss is computed by

finding the mismatch angle between the transmitting and receiving antenna's

MN-0
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polarization sense. This angle is approximately the angle between the Orbiter Z-
axis and the runway X-Z plane. Received powers for the RF links may be computed

via the formulas

ORB AZ/DME DME GS AZ/DME
S pME powN = G T + G g +Lopo, +Lparg +Kpug  (dBm)
AZ GS ORB AZ/DME AZ/DME
EL GS ORB EL EL

where
S pME.pOwN — received power input to the ground receiver from the OrbiFer

(dBm)

S py - received power input to the Orbiter receiver from the azimuth

station (dBm)

SEL—mwh@pwwimmtomewmmrmwwwammedw%hn

station {dBm)

ORB AZ/DME .
G ~ Orbiter antenna gain computed as a function of the Orbiter to

Az/DME station look angles _ (dBi)

DME G3 .
G g - DME ground receiving antenna gain determined by the Az/DME to

— -

Orbiter look angles

10-10
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L POL " polarization loss is computed by first finding the polarization

mismatch angle (¢pgr,). The loss is then ‘

L POL = 20*L0G10 (COS (¢POL)) (dB)

AZ/DME
paTH -~ Simple spreading loss is a function of the wavelength (X) and the

slant range (SR):

AZ /DME *
L PATH = 20 L0G10 (A/qﬂSRAZ/DME) (dB)
K pug - constant that includes transmitter power and circult losses for
the DME downlink (dBm)
AZ GS .
G T - azimuth ground antenna gain computed as a function of
RW .
© pz/DME (dB1)
ORB AZ/DME , . _
G R - Orbiter antenna gain along Az/DME look angles (same
ORB AZ/DME
as G g and, hence, will be denoted by
G ORB AZ/DME) . (dBi)

K p7 - constant that includes transmitter power and circuit losses for

the azimuth uplink (dBm)
EL GS
G T - elevation ground antenna gain computed as a function of
RW )
Y EL (dBi
ORB EL ’ -
G g ~ Orbiter antenna gain along the Orbiter to elevation look (dBi)

angles

10-11
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" EL AZ/DME . Bm)
L ppqy =~ same as L pppp  but using SRy as the slant range {dBm

K g, - constant from elevation transmitter power and elevation uplink ecircuit

losses { dBm)

Equations for the above, and values to be used, are listed in section 10.4%.3.
RF lockon flags are then generated for each measurement (Az, El, and DME) by com-
parison of the received signal levels to the assumed receiver thresholds in sec.

10.4.3:

If S pug pown > THRESHOLD pygm

H
Hy
ta
b
™~
v

> THRESHOLD ,,

[l
]
[7]
5}
i
v

> THRESHOLD g

Then RF lock on is present -for DME, azimuth, and/or elevation, respectively.

10.3.3 Data Validity

It must be ascertained that both coverage constraints are met and RF lockon is

present for each information channel before the data are flagged valid.

10.3.4 Error Modeling

Azimuth, elevation, and DME corrupted measurement formulations will be discussed
separately. The dominant error sources are identified, briefly explained, and
assigned to either the ground station, path, or navset. Those due to the ground
station and path are assumed to be seen equally by all navsets. A particular
hardware configuration has been assumed and is defined in the section on special

notes.

10-12
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Bias and noise errors are identified separately. Due to the different types of
biases present in each measurement, different bias dependences are explained.
Noise errors are assumed to be purely random with a normal distribution; how-
ever, the wvariance may change as a function of known parameters. Different addi-
tive bias formulations are suggestéd to account for the following types of bias

mechanisms:

a. Purely deterministic biases whose values would be the same the next time

that trajectory is flown

b. Calibration uncertainties whose magnitudes may change from flight to flight

but, having been randomly sampled, behave deterministiecally on that flight

(ref. 10-3)

¢. Correlated biases whose exact values are unknown but whose effect may be
modeled via an exponentially correlated random variable (ECRV) whose time

constant may change (ref. 10-4).

10.3.4.1 Azimuth Angle Errors

The dominant bias sources are azimuth boresight error, angle pickoff bias,
sidelobe multipath, and beam truncation. Azimuth boresight error and angle
pickoff bias are due to ground station alinement uncertainties. Therefore,

a random number is chosen from a unit variance, zero mean, normal distribution

to be multiplied by the formulation described in section 10.4.4.

Multipath cannot be modeled deterministically due to lack of knowledge about
reflecting surface locations and sidelobes. The magnitude and rate of change of

error is inferred from flight test data and modeled as an ECRV.

10-13
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Beam truncation is purely deterministic and results fnom receiving only a por-
tion of the scanning beam near the edge of the coverage volume. This effect
begins at a true azimuth angle (¥ ppync) typically -about +13.5° and continués

out to the edge of the coverage volume {about +17°). An error is introduced
equal to half the difference between AZ gpyg and ¥ ppyycs always in the direction

yielding a smaller corrupted azimuth angle.

Of all the azimuth random noise sources considered (ref. 10-3) beam pulse
resolution error is the largest when signal levels are high, but at lower levels
receiver noise beamshape error causes quite erratic measurements. A random num-
ber is sampled from each measurement to be mulitiplied ﬁy the one-sigma random noise

value computed as a function of signal level and geometry.

All the bias may be assumed attributable to the ground station and path, but ran-

dom noise is inserted on transmission and detection.

The corrupted measurement formulation for azimuth becomes

CAL TRUNG  MP GND NAVSET
AZcorrupTED = A%tRUER + YBTAS * YBras * YBIAS * NoTISE + YNOISE

wWhere

CAL
¥ BrAs -~ Calibration accuracy bias

TRUNC
BIAS ~ Beam truncation bias

1t

MP
¥ BIaS ~ Multipath

GRND
¥ norsg - Random noise due to the ground station

NAVSET )
Norsg — Random noise due to the navset
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10.3.4.2 Elevatioﬁ Angle Errors

Elevation angle bias sources are the same as for azimuth, but initial alinement
uncertainties yield elevation axis level errors instead of azimuth boresight
errors. Angle pickoff bias, multipa£h from sidelobes, and beam truncation all
have similar contributions as with azimuth. However, main lobe multipath occurs
at true elevation angles below about 2 degrees, and will be assumed to behave in

a purely deterministie fashion (ref. 10-5).

Elevation angle random noise sources and dependences on signal level are about
the same az with azimuth {slightly smaller in magnitude). It may again be
assumed that biases would be seen the same in all navsets, but that random noise

is inserted upon transmission and detection.

'CAL  TRUNC SLMP  MLMP
ELcorrupTED * ElTRUE + OBas + Opms + ®puas + Osms

GRND NAVSET
““GNOISE + GNOISE

where

CAL

BIAS Calibration accuracy bias

TRUNC
BTAS

Beam truncation bias

SLMP
BIAS

Sidelcbe multipath

MLMP
© Bras

Mainlobe multipath

GRND
e NoIsg - Random noise due to the station

NAVSET
i NoISE - Random noise due to the navset
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10.3.4.3 DME Errors

As was the case with angle errors, three types of bias afe present. The largest
is due to receiver threshold mean times, which are expected offsets that are a
function of signal strength. Incoming interrogation and ?eply pulses have a fi-
nite rise time ecausing weaker signals to be detected later, resulting in a posi-
tive error. The system is calibrated to minimize this error at the closer
ranges (higher signal levels). A calibration bias term is included wheré a ran-
dom number is multiplied times a one-sigma formulation. The multipath may be

modeled as an ECRV.

Considering DME random noise, at high-signal levels the ground and airborne
clock resolutions and airborne .output increment errors dominate with approxi-
mately equal error contributions. At low levels the airborne and ground thermal

noise become the largest. The formulation for the corrupted DME measurement is

then:
GRND OFFSET NAVSET OFFSET GRND CAL
DMEcorpupTED = DMETRyE + DMERTaS + DMEgTs "+ DMEp1pq
NAVSET CAL MP GRND NAVSET
+ DMEpTag + DMEprpg + DMEyoysp + DMEygTsR
where
GRND OFFSET
E p1aAS - Ground expected bias
NAVSET OFFSET .
BTAS - Airborne expected offset
GRND CAL
ME BIAS - Ground calibration uncertainty
NAVSET CAL i
E BIAS -~ Rirborne calibration uncertainty

MP
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GRND
DME NOISE — Random noise due to the station

NAVSET ) )
NOISE ~ Random noise due to the navset

10.3.5 3pecial Notes

The algorithms presented and values to be used are subjecet to the following con-

figuration and other assumptions

a. DME double computes, which results in erroneous DME measurements and a

required user software fix for ALT is assumed fixed in the hardware.

b. Signal attenuation due to rain i& not modeled. It could be easily inserted
reflecting either rain cell or widespread rain conditions (ref. 10-1). BRain
attenuation (dB) values are proportional to the propagation distance through

the rain and the rainfall rate.

¢. Azimuth polarization errérs are not modeled as yet due to lack of knowledge
of the Orbiter antenna polarization oharacteristiés. Although error magni-
tudes are unknown, significant differences in the angle detected in differ-
ent receivers are possible since three receiving antennas are used that may

have differing polarization characteristiecs.

d. Possible azimuth and DME dropouts due to not having RF'multipath fences are

not modeled.
e. Multipath error magnitudes reflect performance without RF fences present.

f. A somewhat idealized Orbiter antenna pattern unaffected by the Orbiter nose

boom present on OV-101 is assumed.
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The effect of receiving only part of the scanning beam on signal levels at

the edge of the angular coverage volume is neglected..

Station location uncertainty, although traditionally mecdeled, is neglected

due to expected survey accuracies.
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10.4 MSBLS MODEL VALUES
The contingent values for Orbiter and ground antenna locations, coverage
constraints, RF parameter computations, and error model formulations are listec

below.

10.4.1 Geometric Observable Values (ref. 10-1)

BODY ” ~

R orB anT = 67.9 %, - 1.3 z, (ft)
R ~ ~ ~ -

R az/pME = 16300 x gy + 300 ypy - 7.6 zzy (ft)
RW Pl ~ ~

B FI, = 3350 XRW-i 300 wa - 1.6 ZRW (ft)

The plus or minus sign depends on whether the installation is on the left or
right of runway centerline. The minus 7.6 and 4.6 feet represents the height ¢

~

the antenna above ground (plus Zgpy 1s down).

10.4.2 Coverage Check Valueé

DME g max = 119 090 (ft)
AZ Wy = 17.0 (deg)
EL guax = 31.3 ‘ (deg)

10.4.3 RF Parameter Values

10.4.3.1 Ground Station Antenna Gains {ref. 10-2)
DME G3

. RW
G R = 12 + 10 sin (9(9 AZ/DME ~ 3-5))

RW RW )
- 20(1—008(2.15*TAZ/DME)) - .15%Q AZ/DME (dBl)
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RW IME GS : .
It | ¥Yagmpue | 24°;5 Gy = =10 (dBi)
AZ GS g RW n (4B1)
Gp = Ch (@ pz/pup) +
n=0
Where Co = 2.10407996 E1
Cq = I.84938878 EO
C, = -8.06039523 E-1
03 = 5.59289151 E-2
Cy = -1.91706739  E-3
Cg = 2.64114983 E-5
EL GS RW .
G g =27 cos (1.336%Y &) (dBi)
RW o,  HLGS ’ .
If | ¥Yg | >26°% 6q¢ =-100 (dBi)
10.4.3.2 Orbiter Antenna Gains
ORB AZ/DME BODY BODY ORB EL |
G is a function of © A7/DME and y AZ/DME while G g will
BODY BODY . ) et s
be computed using © ol and ¥ of . Since the same antenna curve fit is used
for both lines of sight the equation may be generalized to the form
BODY 2 BODY2
Ir (2.56 (© -2) + Y J172< y
ORB 3 BODY BODYZ
¢ = I ax( 2.56 (@ - 2)2 4 ¥ Jn/2

+ 10 " (aBi)
n=0 |
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Where ag = -5.578790329 E-2
a; = -1.916198777 E-2
ap = 8.122955059  E-4
ag = -1.066190991 E-4
ORB

Otherwise G -5 (dBi)

This low antenna gain represents exceeding the Orbiter antenna specified cover-

age volume.

10.4.3.3 Polarization Loss
The polarization mismatch angle (¢ POL) is assumed to be the angle between the

Orbiter Z-axis and the runway X-Z plane. The orientation of the Orbiter Z-axis

RW
(Z ORB) is contained in the last column of the body to runway transformation

matrix (T"l).

$ poL may be expressed as the complement

RW RW
of the angle between Z gpp and the runway Y-axis (¥ ).

RW RW RW  RW
¢ poL = 90 - cos™ (Zorp'Y /|ZomsllY ) (deg)

The voltage interaction between the transmitted wave and receiving antenna,
assuming linear polarization, is proportional to the cosine of ¢ POL" The power

loss in dB may be expressed as

10.4.3.4 Path Loss
Assuming a wavelength ()) corresponding to a frequency of 15.7 GHz, the

equations for path loss reduce to
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A7 /DME . (4B)
L parg = -M6 - 20%.0G4g (SR 47/pug)
EL . o (dB)

10.4.3.5 Constants
The following transmit power and cable loss assumptions lead to four constants

that are summed with the computed parameters above yielding the received powers

Transmit Transmit Receive
power cable loss «cable loss
Link (dBm) (dB) (dB)
DME dowmn 63 -3.8 1.7
Azimuth up 62 -2.5 -3.8
Elevation up 62 -2.5 -3.8
K DME DOWN = 57.5 ( dBHI)
K A7 = 55 - T ( dBm)

10.4.3.6 Receiver Thresholds (ref. 10.6)

THRESHOLD pyg = =77 : (dBm)
THRESHOLD 4 = -TH (dBm)
THRESHOLD gy = -T74 (dBm)

10.4.4 MSBLS Error Model Values

The majority of the error formulations presented are adapted from vendor (AIL)

theoretical error analyses (ref. 10-9). Exceptions are referenced. Flight test
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data indicate that real world measurement histories behave as theoretically

predicted in general.

10.4.4,1 Azimuth Error Values

CAL ¥

¥ ( y MW
BIAS = RNl*lU-?’* 202 + 113(1 + cos(2¥ AZ/DME) ) (deg)

RW RW
+ 225%sin? (2%Y 47 ,/nup)*¥tanZ(® a7/ puE) J1/2

b4
Where RNy = random number chosen from a unit variance, zero mean, normal dis-

ftribution at the start of each approach and landing to remain con-

stant through rollout

CAL ‘
¥ prag (10) varies between 0.0142° and 0.017°. Modeling simplifica-
tion is achievable by assuming the conservative 0.017°

{10) is constant (ref. 10-9).

If AZ qpyg > 13.5°

TRUNC
¥ prag = = (AZopyp-13.5)/2 (deg)

If  AZ qppgp < -13.5°

y TRUNC

) TRUNC
Otherwise Y Bras = O

43

The general formulation for an ECRV to model multipath for each measurement
will be presented once. Thereafter, only correlation distance and one-sigma

values to be used are listed (ref. 10-8).
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First measurement:
BIAS p (t=0) = O yp ¥ RN,
Thereafter:
BIAS wp (t) = a*BIAS yp (t-At) + O yp ( 1 - a?)1/2 #RN,
Where O yp = one sigma value . {deg or ft
RN, = random number chosen each measurement

a= exp (- At/TBS)

Tgg = Dggr ¥4t/ {SR(£)-SR(T-At) } (sec)
D ggg = correlation distance (£t}
SLMP
For ¥ gmg -
. " '

v

GRND 4 RW

NOISE = RN3*10_3* ( 87 + 4.8%Y AZ/DME)1/2 (deg)

¥

Where RN3 - random number chosen each measurement

NAVSET ¥

1024
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v
Where RNu - random number chosen each measurement

10.4.4.2 Elevation Error Values

CAL e RW
Gg1ag = RN110-3{202+(113(1+cos(2GEL))
RW RW
+169sin2 (26 ) ) tan2(¥gp 13172 (deg)
e
Where RN - random number chosen at the first of each flight and to
1 b4

remain constant (different from RNl)*

" CAL .
Note 5] may be assumed a constant 0.017° (10) with little sacrifice
BIAS

CAL
in aceuracy as with Y prae (ref. 10-9).

o
If H. pggg > 29-0

TRUNC ‘
0 BIAS = ~ (ELTRUE—ZQ.O)/g (deg)

_ TRUNC

(Note: Elevation beam truncation at the lower elevation angles is included in

the main lobe multipath maximum value curve fits presented later.)

o SLMP
For ¥ gms -

e
SLMP

0
D cor.

a

.015 {deg)

6000 . (fe)

MLMP
@ BIAS (r'ef. 10-5) -
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The path length traveled by the reflected ray (R ppp) must be computed for

RW
for comparison with the direct ray path length (SR gL} in order to determine
M
L
the phase difference between the two paths. € BIAS 1S then assumed to vary

sinusoidally as a function of this phase angle between upper and lower limits

RW i
which change as a function of elevation angle (EL tpyg). R gpp ®ay be computed

similarily to SR gg but using +4.6 feet for the ground antenna location runway

Z component. This represents the antenna image in the reflecting plane (the
ground). The phase difference is then found by taking the fractional portion

of the path difference divided by the number of feet per wavelength and multiplied
by 360°:

MIML RW RW
© g, = 360%FRAC {(Rggp - SRy )/.06382} (deg)

Maximum and minimum error bounds are described by third order curve fits:

MAX 3 Ry R
n=0 -
MIN 3 Ry- 1 ‘
&] MLMP = 7 - bn ¥ (0 EL ) (deg)
n=_0
Ahere
ag = 0.3786178992 bg = -0.5041173814
a; = -.5765868845 by = 1.599867284
ar =  .3409840709 bs = -1.23161294%4
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The sizée of the mainlobe multipath error envelope (A) is then:

MAX MIN

o>
I

With a mean value (B)

MAX MIN

= O up - © MM

of

The previously computed phase angle is used to determine

o
If  EL qppg <2

MLMP
5]

MLMP

BIas = —— * cos (0
2

Otherwise © ppaq = 0°

GRND 0

© yorsg = RN3*1073 .

NAVSET - e

® yorsg = Ry*10=3% { 30 + 3,3%10(-%-SgL/10)}1/2

MLMP

)+ 8B

RW

{30 + 1.6(0 ) }V/2

10.4.4.3 DME Error Values

GRND OFFSET

DME BTAS = 0.0068#*10~ (SpMEDOWN/20) . 3.7

NAVSET OFFSET
DME p1ps

GRND CAL
DME pras = BN

DME

18.0

¥ 5.0

10--27

MLMP
® B1as

(deg)

{deg)

(deg)

(f't)

(ft)

(ft)
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NAVSET CAL
ME p1ag

MP

DME

10

D cop = 6000

GRND
DME no1se = RN

NAVSET

DME yorse = RN 5 * { 27 + 0.15%10(-6-Spur pown/10) } 1/2

DME

Note: RN 1 and

DME

DME
= RN 2

DME

DME

DME
RN 5

DME

ORIGINAL PAGE 18
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RW
¥ { 71 + (1.97 + 0.00005*SRp7 /pug)

g * {25+ 0.15%10 (~6-Spug pown/10) } 1/2

2

}

DME
are chosen once per flight while RN 3

1/2

(ft)

(ft)

(ft)

(ft)

{for

are sampled each DME measurement.
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APPENDIX A

REVIEW OF CONCEPTS

A.1 RANDOM PROCESSES

A random, or stochastic process, is a set of random numbers each representing,

in some way, the probabilistic outcome of a partieular event. It is not neces-
sary, in the understanding of the error models contained in this deocument, that
one mathematically perceives the meaning of random processes since only a few
aimple types are used. The most simple, randoﬁ‘noise and fixed bias, involve the
multiplication of a representative standard deviation and a random number chosen
from a given distribution. This section will discuss the methods by which a dig-
ital computer is utilized in generating random samples from two such distribu-

tions: (1) uniform over the interval zero to one, and (2) Gaussian (normal)

with zeroc mean and unit variance.

4.1.1 PSEUDORANDOM NUMBERS

Chambers (ref. A-1) presents an excellent—treatise on the generation of random num-
bers on digital computers. The reader is referred to this paper for more com-
plete detail of the following description of the particular technique being pres-

ently used for error analysis studies.

The general form of the random number generating function used on digital

machines is

Xj,.1 = 8%y + ¢ (mod m)

jth random number

IH

where X3

w
n

a multiplicative factor

PRECEDING PAGE BLANK NOT FILMED
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an additive factor

Q
"

a positive integer larger than X5

=]
n

This form is called the mixed congruential method. The special case where ¢ =

0 is called the multiplicative congruential method. The behavior of the tech-
nique in terms of its period (quantity of random numbers before repetition) and
its randomness (uniformity of distribution of consecutive pairs) is determined

by the choice of a énd ¢. It has been shown that a multipliecative congruential
method (e = 0) with the multiplier, a, on the order of ¥m provides excellent
randomness. Note, also, that the recuésion relationship is deterministie.

That is, the sequence of random numbers is repeatable for a given starting

number, X,;

o’ hence the term pseudorandom numbers.

The technique used on the Univac 1108, as programed in subroutine RDM, is a
multiplicative method with a = 515. The choice of this constant has been based
on randomness, it would seem, since a number‘based‘on speed of execution would

be an integer power of 2 (allowing the multiplication to be reduced to bit
shifting). The modulus, m, is chosen as the largest positive integer possible
in the 36-bit word (377,777,777,777g). In practice, this is merely the least
significant 35 bits of the word in question. Actually, the multiplication

by a causes {eventually) the integer to overflow into the adjacent register.
When this occurs, the less significant register (that containing the less signif-
icant numbers) is used to extract the random number. Once this oceurs, the inte-
ger bit pattern is converted to a floating point number and the mantissa (least
significant 27 bits) is taken to be a uniformly-distributed random number on the

unit interval.

A-4
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Mathematically, it looks like this.

Xi41 = 519%; (mod 377,777,777,7778)

*
Uj+] = Xis+q (mod 1)
where u is a uniformly-distributed random number on the unit interval.

A.1.2 OTHER DISTRIBUTIONS
Relatively few random processes are uniformly distributed, and it therefore be-
comes necessary to convert a uniform distribution to one of another distribu-

tion. The procedure is as follows.

let p,(u) =1 0 <u< 1 (umiform)
where p 1is the probability density function.
It is desired that y = f(u) has a density of p(y).

If we can calculate -

U= £ (y)
then

dP = p,(u)du = 1 du = p(y)dy
Therefore,

w= £y = oy e
{where ¢ 1is a constant of integration) is the desired transformation.

1
¥Note that the integer Xj.1 has been correlated to a floating point number.
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A.1.3 GAUSSIAN DISTRIBUTION

The Gaussian, or'normal, distribution is most frequently used in error analysis

and is generated, through an intermediate process, in the following manner.
let pu(u) = 1 0 <u <1 uniform

Produce a Rayleigh-distributed variable r by
r = o(~2 n u)?’/2

where the probability density function for this variable is

p(r) =

'QN| L4

It is now possible to produce a pair of correlated Gaussian variables using

r and a uniformly-distributed variable §:
X4 = r cosf

Xo =T sing

where 8 is uniform over zero to 27.

Substituting and constraining the distribution to have unit variance,

y172

(-2 1n uq cos2Tus

X1

(-2 1n u1)1/231n2nu2

x2

Proof of this method in its ability to produce Gaussian variables can be

generated by an inverse procedure.
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and X, are independent Gaussian variables with densities p(xq)

Assume Xy
and p(xp). Then, the joint density is
p(X1, Xz) = p(X‘[)p(XE)
1 (X12 + X22)/0'2
s _em1/2
2mo?
r,2
1 20’2
plxq, %) = ——e
2162

where re = x12 + x22

To compiete the substitution of variables, assume the new probability density

to be of independent variables r and 6. That is
p2
1 20'2
f{r, g) = e O<crc<ew
2m62
0<8 <2y

By differential probability
dP(r, 8) = f(r, 8)r dr de

where P = cumulative distribution function
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2% .
P(r}) = r f(l", 6) de
0
r,2
- — Rayleigh distribution
202 )
r
P(r) = —e
02
and
P(p) = _f r f(r, @) dr
0]
1
P(g) = — uniform over 0 + 27.

2n

This process is programed in subroutine RN2S.

A.2 GAUSS-MARKQOV PROCESSES

A Markov process may best be explained by conditional probabilities through a

simple exampleé (ref. A-2). Let Eq; Egy vevey Ej be a complete system of events

Consider the outcome of a sequence of consecutive statistieal trials (flipping
a coin, r-ollir%g a die, etec.) from the view of the occurrence of the events
E, (3 =1, 2 .) and define the random variable &, (n =1, 2 ...) as follows:

&n = J if EJ is the outcome of the n'® trial.
When all trials are statistically independent
P{En = Jl& = 30y E9 = 17 -+v Eno1 = ipoq} = Plgy = 3}

That is, the probability that the j'™ event will occur on the n'® trial is

independent of the cutcome of all previous trials.
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If we define a sequence where the outcome of the nth trial depends only on
the preceding outcome (n-1), we have defined a first-order Markov process.

That is,

P{gn = J[Ey = 1oy £ 5 1qs «oe gn}1 = in—1} = P{En = jlgn-1 = in-1}

]
1

Extension of this definition to dependence on p prior realizations defines

, .
a pth-order Markov process. The remainder of this discussion will concern

itself with processes of order one.

It is reasonable to assume

E(w(k)) = 0

q k=j (pure noise)
E(w(k) w(j)) =

o) k#j
E(X(0)} = X(o0) (unbiased)

E((X(0) - ux)%) = Py
E(X(0) - y,) w(k)) = o for all k

If the statistics of  the random variables are Gaussian, the process is called

& Gauss-Markov. A scalar Gauss-Markov sequence and the variance of that sequence

may be represented as (ref. A-3).

X(k+1) = glk+1, k) X(k) + wik)

P(k+1)

tl

oZ(k+1, k) P(k) + q
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where X(i) = random wvariable at i
o = correlation coefficient

w(k) = purely random noise at k

]

variance of X(j)

P(3)
q = variance of w

A solution for X(k+1) and P(k+1) in terms of X(o) and P(o) may be found

through their recursion relationships by

X(k+1) = a¥*1 X(0) + ¥ w(o) + of 1 w(1) + ... + w(k)
or

X(ke1) = o1 X(o) + _§: &Iy 3)
and

Pk+1) = o P(o) + 022 (o) + a2 % q(1) + L. )

but for q constant

k
P(k+1) = 0% P(0) + q D> 022
« j=1
If ol<1,

1_a2k

P(k+1) afk P(o) + g

1o

For the process to be stationary, P will approach a limit for ke»w, which

2

can be satisfied for «a“<i1. Taking the limit,

4-10
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2k
lim P{k+1) = lim olk P(o) + q ta = -q_
kreo k-reo 1-0° 1-02

and

P{k) » q—
2

1-a

The standard deviation of w(k) = Vg allowing w(k) = ¥q u(k) where u(k)

is a unit-variance, zero-mean Gaussian random variable

Now,

X(k+1) = @ X(k) + V1-02 VP(k)
or

X(k+1) = @ X(K) + Oy Af1-62  u(k)
where 0o, = standard deviation of Xk},

which *s. the desired form.

For exponentially-correlated, time-related variables
a = eAT
AT = the time between k and k1

T = eorrelation time constant

causing the form of the process to become

X(tk+a) = =0/ X(ty) + \h—e’2AT/T ox u{x)

A-11
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A.3 QUANTIZATION ERRORS

Quantization, as the name implies, connotes the value of parameter being
truncated or otherwise rounded off to some level of significance. A simple exam-
ple of this concept 1s the digital computer where word length constrains the in-
ternal numerical significance and transfor'matior;s between internal and I1/0 num-

ber bases cause further numerical inaccuracies.

For navigation systems the quantization of data due to the physical devices

(both hardware and software) may have one of two effects. The first, which we
might call destructive quantization, truncates or rounds the data to a certain
level of significance and forever loses the knowledge of the remainder. Mathe-

matically this appears as

X X

actual ~ X

1 mod q

actual = actua

where q i1s the quantization level

A second type of quantization occurs when the actual system is retaininé the com-
plete significance of the data but the deviee utilized to read or sense the data
is passive (does not disturb the data) and has a higher quantization level than
the raw data. A simple example of this is a time clock used for punching times
on cards, letters, ete. Although the time appears in truncated form (nearest
minute, nearest second, or whatever) the internal clock is keeping time to a
much higher degree. That is, the data not shown in a given output will be

retained and manifested in the next ocutput.

An example of this nondestructive gquantization in navigation systems iz a pulse

accelerometer. This device accumulates sensed delta-velocity ﬁntil a particular

N

A-12
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threshold is reached.whgre the accelerometer sends a pulse representing a partic-
ular quaﬁtum of output. 3o at.any one time the observer has only the largest
integer pulses available to him, but the device haé_retained the remainder.

This remainder, of course, is used as the initial accumulation for the nexf

bulse. Mathematiecally,

Xsensed = Xactual ~ ¥actual Tod 4

Note that the actual value has remained unperturbed.

Nondestruct quantization results in a correlation of the error in a given
quantity. That is, the error or uncertainty in X(i) is dependent on the
error in X(i~-1). To return to our time clock example, if A punches in at
8:00:59 on a clock that truncates to the last minmute, his card will read

8:00 and will be 59 seconds in error. B punches in 2 seéonds later at 8:01:01.
His card reads 8:01, which is only 1 second in error, but he gets his pay

docked anyway. Even though they arrived 2 seconds apart, they appear to

have arrived 1 minute apart.

Let's 1look at the pulse accelercmeter again to determine the error for destruct
and nondestruct quantization. Lear (ref. A-3) presents the following example.

Assuming a gravity-free environment and linear motion, consider nondestruct

data.

A N

where OV = V; +q; - Vi 4 - q5_4

A
At the end of the first sample_period the velccity estimate, R1, is

A-13
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=Ry + (Vg +qq -V, -a,)

=]
s
]

ﬁ1+q1“qo

for ﬁ1 = true velocity at time 1.
At the end of the second period,

A .
R2=R2+q2—qo

th

and expanding to the i pericd,

AN .
Ri =Ry +a4 -9,

The standard deviation, then, of the velocity error due to nondestruct quant-

ization is

o, = Ve Gq = constant
R

For the case of destruct accelerometer data the'change in velocity over the

interval i-1 -+ 1 is
6V, = Vi - Vi"1 + qi

1

Note that the error in GVi is uncorrelated (dependent only on the quantiza-
tion error at i, q;). Performing a similar analysis as for the nondestruct

case
A
Ry =Ry + (a4 + Q4.9 + .- * q1)

Calculating the standard deviation,
UR = ‘/l Oq

A-14
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where i is the total number of samples.

Note that the error statistics are not constant and represent a larger error

than nondestructive data for i>2.

A.4 COVARIANCE MATRIX

Most erroé analyses, linear or Monte Carlo, utilize covariance matrices in sev-
eral ways. Those most important to our discussion are the input and output
matrices used for initializing and ‘displaying results, respectively. The follow-
ing discussion will assume a basic knowledge of statisties with respect to

multivariate distributions, statistical moments, ete.

Given the n-dimensional vector randem variable x with Jjoint density function
fﬁ)wemn@ﬁmtMm%nmdmﬂmmof%mcmmmMasmnaspmt

or mixed moments in the following manner.

A.M.1 MEAN OF i*® COMPONENT

= E[xi) = Xifi (X) dXi

b=
[N
L}

-C0

n

where f; = marginal density function of Xy

j=a]
"

expected value operator

A.4.2 VARIANCE OF itP COMPONENT

O’zxi = E((Xi - 1-1_-]_)2) = (x; ~ ]Ji)2 fi(;) dxy

:

4-15



ORIGENAL PAGE IS

OF POOR QUALITY TIFM5
A.4.3 FIRST MIXED MOMENT ABOUT THE MEAN
co
Uij = E[(Xi - pi)(xj - “j)J = (xi - ui)(xj - uj) fij (E)dxi dxj
-0
The mixed moment, O;.: is sometimes called the covariant term and is actually

1J

composed of the following elements.

915 = P15 91 9

where correlation coefficient (linear)

n

pij

Ok standard deviation of the k'D variable, Xy

A. 4.4 CORRELATION COEFFICIENT
The variable pij above is shown to obtain the values
-t < P55 501

by proving the following inequality

|Uij| 205 05

utilizing a technique outlined in reference A-5.
Consider the real variable A and the function of A
f(A) = E((Xi - Hi) - A(Xj - Uj)]z > 0.

It must be true that £(A) > 0 since it represents the variance (by definition)

of a zero-mean, random variable for all A. Expanding

£(0) = 052 - 2055 A 4 057 A2 > 0

A-16
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Tt follows that the quadratic f(A) has either no real roots or two equal real

roots. The conditions for this is that the discriminant satisfies the inequality

2
Oy _0120325 0

or

2 2
Glj 50'1 sz

If there are no real roots, f(A) > 0 and we have

2 2

Suppose there is a real number of A, such that f(X,) = 0, it would follow

that A, = Uijz/UjZ and for that value of A, we would have

Z = (Xi - Ui) - lo(Xj - Uj) = 0

for f(lo) = E[zz) =0

since the variance of a random varizsble is zero if (and only if) that variable

is equal to its mean with probability one. Therefore, for the following equality

2 _ 2g.2

holds only if there exists a linear functional relationship between x; &nd

xj; as defined as =z above. We define this relationship to be

=pP:s. O, C©

Oij % Pij 031 93

such that

-12P55 21

C:::j 3 ’fs A-17
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The linear functional relation is, of course,

pa;
X3 - My = 63_ (Xj - uj) p = +1.
We may loosely presume the correlation coefficient, Pijs to be some measure of
the tendency of the two variables to be linearly related {that is, the tendency
of samples of the variables to cluster about a line). This would imply, in esti-
mation theory, the observability of certain parameters; that is, the
separability of the effects of each within the observations. This knowledge

could be very useful in predicting the outcome of a given experiment. We will

use, as an example, a simple least-squares problem.

Given that we are trying to prediect a value for x, namely x, that minimizes

the sum of the squared deviations, min E((x - x)2), we note that this yields

~

X = Uy. Suppose we have joint random variables {(x, v} and we wish to again

predict % by observing y (linearly).
We therefore seek

; =ay + b
which will minimize

E((x - 02) = B((x - ay - ©)2)
This equation may be written as

Bl(x - Mg) - aly - My) = b + Uy - any)?

= sz ~ 2a Oyy + a Uyz + (b - By + auy)z

A-18
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and is minimized by

Jbo= oy - Ay

Oxy POy

d = m——
2

~ POy ( )
X = cm— y_ -+
oy Hy Ux

Note that for zero correlation, p = 0, the best estimate is the mean,

"~
X = ux.

4.4.5 COVARIANCE MATRICES
Alluding again to our vector random variable X = (%1, Xp, ... X) with Jjoint
density function Ff£(x) = f(x1, X5y .+ Xp), We may recall the following

quantities

By = E(xi) = mean of X5

Q
[4%]
"

E((xi - 1;)2) = variance of xj

ij = pij 04 Uj = E((Xi - ui)(xj - uj)) =

covariance of x; and X5

pij correlation coefficient between X3 and Xj

It follows that

£-19
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E(x) = U= = vector mean
|2
» un
- 5 _
01 P12 0105 --- p1n 01 %y
Ex - -wmD - A - = covariance
martix
| symmetric Un2 ]

T 912 . p1n

R, = 1 DZn = correlation matrix

symmetric 1

Another convenient form of the correlation matrix is

OqP1p «-+ Py

The relationship of the statisties, 0, and O through use of the eigen-

. X y?

vectors and eigenvalues, is developed in figure A-1 geometrically and for two
dimensions. The extension to higher dimensions should be trivial since we only

consider two variables at a time.

The covariance matrix shown above (L) as an equiprobability ellipse can be
represented as the covariance matrix Mg in its eigenspace (€4, €,), in which
casge it would be diagonal, and as the matrix Ax in the space (x1, X2)' The

characteristic equation for the surface may be computed as (ref. A-6).
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Figure A~l.- Equiprobabi‘lity ellipse.
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where X 1is any arbitrary vector.

If we chose to represent the matrix as Ag and chose an eigenvector of

length ¢, as f, then the above equation reduces to
k2= 1

Since this must hold true over all orthogonal transforms,

k2 = 2T A1 2
then

k2 = 1 for all z that intersect the ellipse’

and we will choose the wvector a, ¢ 1in x-space, which represents the intersect

of the ellipée and the xq-axis. The above calculation results in
2
k< = a2/(0k1 (1. - pa)) =1
or

g = 0-}{1 (1 - p2)1/2

wﬁere it can be shown that gX1 is the intersect of a perpehdicular to the ex-
treme point of the ellipse with the xq-axis (fig. A-1). Inspection shows

that (g, completes the right triangle of side a and hypotenuse g,. The di-
rection of éhat side depends on U1 and Oeo {the eigenvalues of a one-sigma

ellipse) and g, the angle between gq and x4.

A-22
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If we consider the A, matrix and rotate to x-space, and get
i 17 2 T ] 2 2 2 2y
cosf gind %e, 0 | 1cosO-s5inb 06100329 + 0€2sin2ﬂ sinPecosb 082-081
_ 2 = 2 2 on 2
~5in€ cos® 0 Ogyp sin€ cos® sin€ cos® 092'0€1 U€1sin e + Geécos ¢
. 1L 1L - ‘ -

The off-diagonal term may be equated to its x-space notation

2

1
~ sin 28 (o €1) = Pyy Ox Oy

-
2 €2

resulting in

2 2
sin 29(082 - ?61)

pxy OX = 20_y

The parameter oy has the same geometric interpretation as Ux,lthe extreme

value of the ellipse.

A.4.6 ADDITIONAL PROPERTIES

The covariance matrix is symmetric by its definition. It is also positive

semidefinite, as is shown by the following proof.
Consider the vector constant a and construct the scalar random variable
z = ;t (i - i%)

Then

E(z) = BaT (x - ) = 2T E(x - w,) = 0

and

A-23
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6,2 = B(z2) = B - )5 - ) T2)
=2l E((x - up) G- 1 T
=al Ay a>0forall a

since variances are always nonnegative. Ax is positive semidefinite. For

z=0 there exists a nonzero vector Eo such that
-T - -
Zo = 8g (X ~U) =0

T _
a, Ax a, =0

indicating that there exists a linear functional relationship between the
components of x (analogous to |[p] = 1). There are (n - k) such linear

relationships where k is the rank of A,.

Diamant (ref. A-7) has produced a parameter that is indicative of the elongation,
or eccentricity, of an n-dimensional ellipsoid (representing an n-dimensional

covariance matrix), which is called asphericity, and is computed as

A-2k
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The correlated random vector is computed from the mean and covariance matrix

by
X = E +CU
where C = a lower triangﬁlar matrix such that ccl = A )
U = a vector of zero-mean, unit-variance random numbers generated

by the technique described in section A.1.

This method is shown to provide the correct statisiics by generating the

covariance matrix for X and comparing that to A by (ref. A-8).
(x - W(x-mT=cyur T
Taking the expected value of both sides
B((x - I(F - HT) = ¢ &G T) o7
but since
elv vT) = 1
A s El(x - (x-mT) =ccl = A

The matrix C is determined from A by the square root method (ref. A-9)

as follows.
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C11 = VAqp s Ciq = Ajyq/cqy

i-1 5\ 172
Cii = (}11 - Nt ik 1

3=1 : :
clJ = Aij - ¥§1 Cik ij /ij iZjZ1
cij = O i(j

The distribution of the output vector will, of course, depend on the distribu-
tion of the random vector U. Computation of the elements cij is carried

out successively by columns.

A.4.8 OUTPUT COVARIANCE MATRICES
Traditional output of error analyses is the mean and covariance matrix of
the output vector random variable y - Uy and Ay, respectively. An alterna-

tive method of interpreting error analyses results is presented below.

A.4.9 DIAGONAL ELEMENTS

Since we are all now experts on the properties of a covariance matrix, we
immediately are drawn to the diagonal elements that we know represent variances
of the individual components of the random vector. We are aware, however,

th

that they represent marginal variances. That is, the variance of the i

component of x is:

Oi = “as (Xi - Hi)z f(X1, Xoy ceey Xn) dX1 dX2 .ee an

-0
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It may be interpreted as the variance in the ith component given the statisties

of the other n-1 components and the dynamics of the sysﬁem.

We may perform a similar analysis on several components at once when we realize
that most of the vector variables we deal with contain components of different
units (position, veloeity, gngles, ete.). The adding of variances with similar
units produces a variance of the vector uncertainty magnitude in a multi-
dimensional quantity. That is, the uncertainty in the magnitude of the error,
not the uncertainty in the magnitude of the quantity. Since elements with like
units are generally grouped together, the added variances constitute a semi-
trace of the matrix. The square root of this quantity is called the root semi-
trace (RST) and represents the standard deviation of the quantity. Note that
this produces the same number as the root sum square (RSS) of the standard devia-

tions of the same parameters (a very popular quantity).

A.4.10 OFF-DIAGONAL ELEMENTS
Recall that an off-diagonal element of a covariance matrix is composed of

a linear correlation coefficient and two standard deviations

Mj = Py 01 Oy

Correlation coefficients, as we have noted above, indicate the tendency toward
linear relationships between the variables. Even though it may not appear so at
first glance, a correlation coefficient of one indicates a functional linear
relationship between two variables independent of their units. This implies

that such a coefficient appearing anywhere in the matrix denotes a singular

matrix. A simple proof of this is offered by W. W. Ferry. Given that

A=27
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then the ratio of terms in the ith and jtB rows is

Oik Pik Ui Ok Pik Oi

—— =

Ojk Pjk0jOk Pjk0j
Now, it follows that if Pij = +1, then

X5 = U3 = c(xj - Uj) (linear dependence)
and ¢ 1is found by

E[(xi e Ui)(xj - uj)) _

= = 1

03 Oj

pij

c E((Xj - pj)zJ i GUJZ .
oi 03 01 Oj

Again, constructing the ratio terms,

Uik Pix 04 ¢ E((Xj - uj)(xk - uk)) o4

O3k Pjk T3 E((x5 - py)(xyg = 1)) 0
2

(o5 [¢F1

—EE = = = constant

Ujk Uj

The above proof implies ‘that now j is a constant times row 1i; a sufficient

condition for singularity.
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The implication of a singular matrix depends on the problem being analyzed. In
estimation problems singularity suggests nonobservability or ill-conditioning

due to the dynamics of the systom.

A.%.11 EIGENVECTORS AND EIGENVALUES

Since a nonsingular covariance matrix is symmetbic and positive definite, it
will have a set of n-positive eigenvalues -Ai and corresponding eigenvectors
ﬁi. The eigenvectors describe the direction of the principal axes of an
n-dimensional ellipsoid and are an orthonormai set. The corresponding eigen-
values are the dimensions of these axes and may be used to represent the
standard deviations of a set of independent random variables whose statistics

are depicted in the original matrix (rotated into the x-space). That is,

— - — T 2 7] -
[U1U2 ...Un} A.‘I O. U
2 _
Ao . U
: - Ax
0 G

L n -

Un

Insight into many problems may be gained by inspection of eigenvalues. A
discussion of this subject is necessarily waived except for a simple example

(ref. A-10). Consider the covariance matrix P associated with the particular

estimation process.

}:AX-!-T]
where } is a vector of independent observables
x 1is the true state
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N is a vector of noise
A dis a linear matrix operator
where the best estimate of X, i may be
% = T~ 2T wy
for W =z a weighting matrix
The covariance matrix associated with the error in the estimate is

p = (AT wa)~!

Suppose that we cannot invert AT WA for some reason (a criterion for deciding

this ahead of time will be discussed later) and we wish to know what is wrong.

We generate the eigenvectors Ei and their corresponding eigenvalues Ai,

which we know satisfy the equa?ion
P10 =-uUA

where U = a matrix of eigenvectors [31 E2 ...ﬁn]

=
1

diagonal matrix of eigenvalues
We may diagonalize p~1 by
vl ul =p

where the components of D, d;; represent statisties of n-independent random
variables and represent the information in this variable gained by observing

the y-vector.
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Suppose djj is small. This means that little information can be gained
about this parameter from our choice of observables and it would be best

to ignore it or consider it another way.

On the other hand, say dpy is large, implying good determination of this
variable. Now, if Ilk (the eigenvector associated with the kth parameter)
had two large components (about equal) and the rest negligible, it is possible
to determine a linear combination of the large components even if they are
nonseparable. Insight into many similar problems may be gained by inspection

of the eigenvalues and vectors of an information or covariance matrix.

Pace has pointed out that one criterion for inversion of a matrix on a digital
computer is that the exponent of 10 in the ratio of the determinant to the
trace have an absolute value less than the number of significant decimal

digits contained in the machine word. That is, for

Im| < number of decimal digits
is a necessary conditien for invertability.

A.4.12 ONE-SIGMA VECTORS

By this time we should be familiar enocugh with scalar random variables to
realize that their standard deviations represent a measure of the probability
that a sample of one-sigma or less will occur. Similarly, we can assess

probabilities to this many or that many sigma events. There does not appear,

however, to be a simple extension to multidimensional random variables (random
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vectors) of this concept. Detchmendy (ref. A-6) with reference to Cramer (ref.

A-11), treats this subject excellently in a manner that is summarized below.

Let x be a zero-mean, Gaussian random vector with covariance matrix A.

Surfaces of equal probability are defined by
xT AT % = k2

where k = constant. This may be interpreted as any vector sample taken from A

that satisfies a particular value of k2 is équally probable,

Now the probability that a sample vector of dimension m 1lies within the

ellipsoid definéd by k is

m
P(k) = pii-1 ¢=1/2 r2 4.

m

co

where T(L) = ./( e~X 21 4y - gamma function
o)

For the special cases of m= 2, 3, and 6,

m=2

P(k) - e—k2/2

"
-

m=3 k
»1/2k2 —1/2r2

P(k) -ke + e dr

n
E IR
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A plot of these functions is given in figure A-2.

We note two interesting points: (1) any eigenvector Ei of length A; is
a one-simge vector (k=1), and (2) the length of a vector may not be repre-
sentative of its probability of occurrence. That is, a short vector in the
direction of the smallest principal axis may-be less likely than a relatively

long vector in the direction of the longest axis.

Even though b is longer than a, it is more likely to occur.

A.4.13 ACCURACIES OF SAMPLE COVARIANCE MATRICES

A question that necessarily arises when generating covariance matrices by

Monte Carlo Analysis concerns the accuracy with which the sample varianc;s and
correlation coefficients have been construéted in N samples. In the discussion
below we will note two features: (1) the accuracy in constructing variances is
independent of the size of the variance whereas, (2) the accuracy in con-

structing a correlation coefficient depends on its sample value:

The accuracy with which the sample value of a variance 82 is computed in N
samples (when compared to its theoretical value 02) is given in figure A-3 {ref.

A-12) for various levels of confidence. At 90 percent confidence we see that for
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30 samples the true standard deviation will be within +0.23¢ of the sample
value S. If we up the sample size to 100, this difference becomes +0.12;
not quite halving the error for more than tripling the sample size. Note

the following. ‘

2
a. The value _E is independent of 8.
9]

b. Due to the flattening of the curves for increasing N, one must increase the

sample size many-fold for lesser increases in accuracy.

c. Extension of these curves will show that 1 percent accuracy in o can be

achieved at 90 percent confidence for N arocund 550.

d. The sample size most appropriate for a given problem depends on what interpre-
tation is placed on the answers. If one wishes to assign probabilities to
these standard deviations, he must know the distribution. of the results.
Traditionally, we assume the resulis to be Gaussian (by the Central Limit
Theorem) when they are only approaching a Gaussian distribution. Such an as-

sumption may completely invalidate the use of large sample sizes.

Correlation coefficients behave a little differently (ref; A-13). Define the

following terms.

r = computed value of correlation coefficient
p = theoretical value of correlation coefficient
N = number samples to compute r
i 1+
Z = - 1n'—p
2 1-p
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If the distribution of the samples is Gaussian, then Z has a-nearly Gaussian

probability density function with

1
variance = -
N-3

The confidence limits for r may be determined by the following examples.

a. Example 1.- Suppose for N = 100 observations a value of r = 0.8 is
computed, then Z = 1.098 and the standard deviation is 0.101. Since Z is
nearly Gaussian, then it will be within +1.65 ¢ of its mean 90 percent of
the time (i.e., the 90 percent confidence level). Thus, with 90 percent'
confidence 1/2 1n %;g is within 1.098, +1.65 (0.101); i.e., within
0.93} to 1.265. Translating this to the correlation coefficient, Ps then,

with 90 percent confidence is within pq = 0.70 to p, = 0.852.

b. Example 2.- In order to illustrate the manner in which the confidence level
values for p vary with the computed value of r, consider the identical
case as above except with r = 0.3. For a 90 percent confidence level

on p, the interval works out to be p1 = 0.143 to po = 0.40.

So we see that as the correlation coefficient estimate r gets smaller its

accuracy becomes less. But, as the coefficient becomes smaller, the results

are less influenced by its size and the two effects cancel each other.
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APPENDIX B.1

COORDINATE TRANSFORMATIONS

The coordinate transformation of primary interest is that between the reference
inertial coordinate éystem and the (rotating) Earth-fixed geodetic coordinate

system. For Space Shuttle work, the mean of 1950.0 cobrdinate system has been

adopted as the reference inertial system.

Numerous subroutines that exactly perform this transformation based upon the
adopted values of the relevant astronomical constants are available. These
subroutines are consistent to 14 or more significant figures with the adopted
constants. Two such subroutines are documented in the following reports: the
Houston Operations Predictor/Estimator (HOPE) Engineering Manual {(ref. B.1-1)
and Description of a Self-Contained Subroutine which Analytically Generates
Interplanetary Coordinate System Transformations Referenced to the Mean of

1950.0 Epoch (ref. B.1-2).

The exact éubroutines are much too long for use in an onboard computer. A
simpler subroutine more suitable for onboard use is documented in volume II of

the Space Shuttle Navigation Software {(ref. B.1-3) documentation.

This simpler subroutine is consistent with the more precise subroutines to about

T-8 significant digits, or about 1 foot at the surface of the Earth.

Errors in the transformation from the inertial system to the Earth-fixed system

are generally ignored as a separabte error source.

A second coordinate transformation of interest is that between the Earth-fixed

coordinate system and the topocentric coordinate system at a point on the Earth's
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surface. The topocentric system is oriented with its axes in the vertical,
east, and north directions. Equations defining the transformation may be found

in reference B.1-3.

Errors in this transformation are negligible compared to errors in quantities

measured in this coordinate system (e.g., elevation angle).

The various coordinate systems that will be used during the Space Shuttle pro-

gram are described in the Coordinate Systems for the Space Shuttle document

(ref. B.1=4).
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APPENDIX B.2

GRAVITY MODEL

B.2.1 GENERAL DESCRIPTION

The motion due to the.gravitationa1‘interaetion of two point masses is
completely defined by the inverse square law of Newton. Newton's law also
applies to radially homogeneous spheres. However, the gravitational potential
of most physical masses found in the universe must be altered somewhat from the
idealized two-point representation due to nonspherieity, nonhomogenity,
rotational dynamics, and nonrigid deformational effects. Methods of modeling
the Earth's geopotential include spherical harmonic expansions, point mass

representations, ellipsoidal harmonic expansions, density layer models, etc.

An Earth gravity model formation due to Pines (ref. B.2-1 and B.2-2) requires
that the orientation of a point in space be expressed in terms of direction
~cosines s = x/r, t = &/r, and u = z/r, where x, ¥, z are the Earth-fixed
Cartesian components of the positioﬂ vector of magnitude r. The formulation due
to Pines is free of singularities (except at the origin) as the direction
cosines are always well defined for any direction in space. Any formulation for
the potential function and its derivatives is expressed in terms of an infinite
series. However, it has been found that the gravity model obtained using the
Pines formulation requires one-third the storage required for the classical
formulation and that it executes at least 11 times faster due to the eliminatior

of all trigonometric functions.

Farth gravity is modeled by the onboard software for all phases of a Space

Shuttle -flight. The degree and order of the gravity model used are varied
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according to the flight phase and the availability of IMU velocity data. During
the ascent, entry, and RTLS phases, a fourth degree by fourth order (ixi)
gravity model is used during coasting periods (IMU delta velocities less than a
given threshold); otherwise, for these phases, a 2x0 gravity model is used.
During the onorbit and onorbit checkout phases a 2x0 gravity model is used
during powered periods (IMU delta velocities greater than a given threshold);

otherwise, for these phases, a 4xl gravity model is used.
B.2.2 ENVIRONMENTAL MODEL

a. Assumptions - in propagating the trajectory, the Shuttle vehicle is treated

as if it were a point mass as far as gravitational forces are concerned.

b. Equations - the expansion used to model the Earth's potential V is given by

© n
V=L Pn z An,m(U) Dn,m(srt)
n=0 m=0

where

n is the degree

m is the order

Dn = H aenr'n_1 = ag bn_1/P
¥ = Earth's gravitation constant
a, = Earth's equatorial radius

An,m(u) = (n+m-1) An—1,m-1(u) + uAn_1,m(u)
AT,O = 0O; A1,1 =1
Dn,m = Cn,mRm(s’t) + Sn,mIm(S’t)

n,m and Sy p are the classical spherical harmonic coefficients

B-7



7T9FM5

R, (s, t) and I m(s:t) are the real and imaginary parts, respectively,
of the complex number (s + it)™.

where i =Y -1, and s = x/r, t =y/r, u=2z/r.

X,¥,z are the Earth-fixed Cartesian coordinates of the Shuttle vehicle
r is the distance from the center of the Earth to the Shuttle vehiclé.

Ry(s,t) and I (s,t) are given by the recursive relations

Rp(s,t) = s Ry_q (s,t) - £ Iy ¢(s,t)
Im(s,t) =5 Iy ¢(s,t) + ¢ Rm_1(s,t)
where Ry(s,t) = 1, and I, (s,t) = O.

The gravitation acceleration of the Shuttle about the Earth is then given by the

gradient of the potential funetion V. It can be shown that EV iz given by

Rl *) n
n+1
W= I I (mA, p(u) ( E) nw(s,8)1i + F, n(s,t) QJ
=0 ae m=0 ’ ! ’

+ Ay me1(0)-Dy p(s,t) k

= App1,m(W) Dy 4(s,t) ( si+ tj+ UE))

where

i,Jj,k 1is a set of orthogonal unit base vectors along the coordinate
axes X,y,z of the Earth-fixed system
C

‘!(S t) + S 1(3,1;)

En,mss’t) n,m In-

n, m m-
m(S,t) = Sn’mRm_-](S,t) - 1’1 ot 1(3 t).

Table B.2-I presents the recommended input gravity model coefficients that are

baselined for the Space Shuttle software (refs. B.2-3, B.2-4, and B.2-5)}.
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TABLE B.2-I GRAVITY MODEL COEFFICIENTS

Zonal harmonic coefficients

€(1,0)
c(2,0)
€(3,0)
c(4,0)

Tesseral

c(2,1)
c(2,2)
C(3,1)
€(3,2)
c(3,3)
c(4,1)
c(4,2)
c(4,3)
C(4,4)
c(5,1)
€(5,2)
¢(5,3)
C(5,4)}
¢(5,5)
c(6,1)
C(6,2)

C(6,3)

= 0.0 €(5,0)
= ~1.0826283-03 c(6,0)
= +2.5418000-06 c(7,0)
= +1.6086000-06 c(8,0)

and sectorial coefficients

= ~1.1619-09 5(2,1)
z 1.5654-06 5(2,2)
= 2.1625-06 3(3,1)
= 3.1875-07 5(3,2)
= 9.7078-08 5(3,3)
= -5.1257-07 S(4,1)
= 7.7390-08 —S(4,2)
= 5.7700-08 S(4,3)
= -3.4567-09 S(i,4)
= -5.8574-08 5(5,1)
= 1.0764-07 5(5,2)
= ~1.5381-08 5(5,3)
= =1.9349-09 S(5,4)
= 4,5428-10 s(5,5)
= ~5.7751-08 s(6,1)
= 7.991-09 : 8(6,2)
= 2.3844-10 | 5(6,3)

+2.

+3.

+1

1923000-07

.2317000-07

7219000-07

.7564000-07

. 1312-09
.9614-07
.6809-07
.1556-07
.9885-07
-4095-07
.4970-07
.2389-08
.4464-09
.2105-08
.0363-08
.4318-09
.8631-10
.7529-09
. 1802-08
.6527-08

.0319-10
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TABLE B.2-I.~ Continued

Tesseral and sectorial ccefficients

C(6,4) =  -3.2820-12 ' S(6,4) = -1.7621-09

c(6,5) = -2.2170-10 5(6,5) = -4.4098~10
C(6,6) = 4.0305-12 5(6,6) = -6.1204-11
c(7,1) = 1.8305-07 S(7,1) = 1.0137-07
c(7,2) = 3.4492-08 8(7,2) = 8.7152-08
c{7,3) = 2.8003-09 5(7,3) = -2.5974-09
C(7,4) = -5.9607-10 S(7,4) = -2.9899-10
(7,5 = 9.3789-12 S(7,5) = 8.0694-12
c(7,6) =  -2.1337-11 5(7,6) = 8.4194-12
c(7,7y = 1.1576-12 S(7,7) = 8.9043-14
c(8,1) = 7.0093-09 S(8,1) = 3.9788-08
c(8,2) = 5.0102-09 5(8,2) = 7.0635-09
c(8,3) = -3.8216-10 ) 5(8,3) = ~6.T7434-10
c(8,4) =  -3.0163-10 S(8,4) = 3.7068-11
c(8,5) = -1.0317~11 5(8,5) = 1.1258-11
C(8,6) =  -2.6448-12 S(8,6) = 7.0604-12
C(8,7) = 3.3552-13 S(8,7) = 4.1761-13
c(8,8) = = 8.9361-14

-1.0606-13 5(8,8)

Earth gravitational radius

ag = 2.0925705407 ft.

Earth gravitational constant

= 1.407645794+16 rt3/sec?
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B.2.3 ERROR SQURCES
As mentioned, the proposed formulation for modeling the gravity field of the
Earth involves the use of an infinite series. Hence, one source of error is due
to the truncation of the rather slowly convergent infinite series, the trade-off
being numerical accuracy versus computation fime and storage. Another source of
error involves the numeric values of the coefficients used in the geopotential
expansion. The values are based on a batch of observation data and, hence, must
be consistent with the Earth gravitational constant and radius used in their

calculation. Many of the higher-ordered coefficients are known to only a few

significant digits.
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APPENDIX B.3

ATMOSPHERE MODELS

B.3.1 GENERAL DESCRIPTION

The thermodynamic properties of the real-world atmosphere (temperature,

- pressure, density, and speed of sound) vary widely as functions of altitude,
latitude, local weather conditions, time of day and year, and sclar and
geomagnetic activity. The following paragraphs describe the various types of
atmosphéric density models used for Space Shuttle development and operational

support.

B.3.1.1 Standard Atmosphere Models

The properties of the Earth's atmosphere are described in references B.3-1,
B.3-2, and B.3-3. Reference B.3-1 is the U.S. Standard Atmosphere, 1962, which
is the result of a joint effort by NASA, the U.S. -Air Force, and the U.S.
Weather Bureau to depict idealized, middle latitude, year-round mean atmospheric
conditions. Reference B.3-2, the U.S.-Standard Atmosphere Supplements, 1966,
was prepared in response to a need for atmospheric tables depicting conditions
other than the midlatitude mean represented by the tables of the U.S. Standard
Atmosphere, 1962. In September 1971 the Committee on Extension to the Standard
Atmosphere (COESA) Working Group reviewed the temperature and density data
derived from recent satellite and rocket observations. This review revealed a
need to revise the 1962 Standard at altitudes above 50 kilometers. Data
available for levels below 50 km were found to be in reasonably gocd agreement
with the 1962 Standard. The U.S. Standard Atmosphere, 1976 (refz B.3-3), with
tables and graphs extending to 1000 km, was adopted by COESA in February 1975.

These documents define the various standard abtmosphere models, including
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variation with latitude and season. Also given are tables of the atmospheric
properties as a function of altitude, the equations and physical data from
which the tables were generated, and polynomial approximations to the tabulated

values.

B.3.1.2 Jacchia Atmosphere Model

Reference B.3-Y§ describes the Modified 1970 Jacchia Atmosphere Model, which
replaces the 1968 and earlier Jacchia atmosphere models. The primary weakness
of the 1968 and earlier models was the assumed constant boundary conditions at
an altitude of 120 km. The 1970 Jacchia model assumes constant boundary
conditions at 90 km, which closely corresponds to an observed layer of minimum
variation in the global density distribution.  The following characteristics of

density are included in this model (ref. B.3-5):

a. Variation with solar activity (daily and 3 month average)

b. Diurnal variation

c. Variétioﬁ with geomagnetic activity (yearly mean and 3 hourly index)
d. Semiannual variation

e. Variation with height

. Seasonal-latitudinal variations of the lower thermosphere

g. Seasonal-latitudinal variation of helium

. To compute density at any point in the atmosphere, the Mission Control Center
orbit prediction program will employ a model developed by Jacchia (ref. B.3-5)
that corresponds to the 1970 Jacchia model in analytical structure but whose
analytical formulation for the geomagnétic effect, semiannual, and helium
variations have been updated. In the Jacchia model the first four variations

are computed as changes in the exospheric temperature Tw. One may then obtain
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a rather complicated solution to the diffuse equilibrium equation, knowing Te
and the height h. The density p may be determined from the solution of this
equation for fhe different gas constituents. Also, the Jacchia model computes
the last two variations, which becomes important for altitudes below 300 km.
Although the model is accurate it' requires a large amount of computer storage
and execution time, thus making it ill-suited for the Shuttle's onboard computer
program. However, the onboard program's atmospheric density model must be
compatible with the Jacchia model that is used in the ground orbit prediction

program.

B.3.1.3 B-M Density Model

The model described in sectionNB.3.1.2 will be used by the Mission Control
Center orbit prediction program. This model is quite accurate but it requires
a large amount of storage and execution time. These undesirable features make
it ill-suited for the Shuttle onboard program. It is desirable to have an
onboard model with low storage and time pequirements, but mission constraints
require close agreement between onboard and ground programs. The Babb-Mueller

(B-M) model was developed with this in mind.

The model employs a procedure by which coefficients in the model are calibrated
so that it simulates the Jacchia model. The calibration is accomplished
premission by direct use of the ground Jacchia model in the I-load program.

The B-M model is sufficiently general that it can be used with no modifications
to simulate any reference density model. Additional information about the

model may be found in reference B.3-6.
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B.3.2 ONBOARD FORMULATIONS FOR THE SPACE SHUTILE

It is anticipated that calibrated models of atmospheric properties will be

required in three cases

a. Surface to 32 km (approx.) - An algorithm to convert sensed atmospheric
pressure to an equivalent measurement of altitude is required to support the

barometric altimeter (sec. 4.0).

b. 30 km to 80 km (approx.) - An algorithm to compute density as a function of
latitude and altitude will be required if the model presented in reference

B.3-7 is used for entry analysis as discussed in appendix B.Y4.

¢. 125 km to 500 km (approx.) - An algorithm to compute density at orbital

altitudes will be required to support state vector estimation.

B.3.2.1 Surface fo 32 km

Measurements of the ambient atmospheric pressure by the barometric altimeter are
converted to measurements of altitude for navigation updating. Section 4.0
discusses the accuracy with which this may be done. An algorithm for this
problem is proposed in section 3.5.? of reference B.3-8. In this algorithm the
atmosphere is divided into several layers. In each layer the altitude is
related to the pressure by a polynomial in the logarithm of the pressure ratio

(p/pb).
N
h=hy - Hy 21 ap (ln(p/pb)Jn
n=

where

Pp = base pressure of the layer
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a, = polynomial coefficient
Hp,b = base pressure zscale height
hb = geopotential altitude from the base of the layer
p = measured pressure
The number of layers, and the parameters hy, Hp, b, a,, and pp,-for each lay

will be provided to the Shuttle. These are based upon ground reduction of

meterological observations.

For modeling barometric altimeter measurements in navigation simulations, it is
both convenient and realistic to ignore the pressure algorithm and to model
error sources directly as functions of altitude. (See sec. 4.0 for the error

model and representative numerical values.)

B.3.2.2 30 kilometers to 80 kilometers

The altitude updating scheme discussed in reference B.3-7 requires an algorithm
for computation of density as a function of latitude and altitude in the drag
altitude region 30 km to 80 km. In this model the density is given by a four-

layer, exponential funetion of altitude.

0 = poe-h/hS
where
Po = base density
hs = scale height
h = altitude above the Fischer's ellipsoid

In the above model, the base density (p,) and scale height (h,) are constants

for each layer. Reference B.3-9 gives the following base density and scale
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height constants used in medeling a four-layer density model for navigation
error studies.

FOUR LAYER DRAG FORMULATION

Altitude region, feet Base density, kg/m3 Scale heights, meters
85 200 to 155 348 1.6546565 6705.8

155 348 to 172 010 47779728 8135.6

172 010 to 202 069 42736363 8278.9

202 069 to higher 1.1927824 7274.9

However, it is possible to load a seasonal atmosphere where the base density

and secale height are constants for each layer, but vary in value depending on th
seascn and latitude of interest (ref. B.3~T7). The following atmospheres have
been specified for use

Latitude Season

1962 Standard Atmosphere Model A1l

60° N Winter (January)
Summer (July)

309N Winter (January)
Summer (July)

Spring (April)

These models were qbtained from reference B.3-1 and exhibit an average curve fit
error of 3 percent, with the maximum curve fits error never greater than 8
percent. Tables B.3-I through B.3-IV give the altitude regions, densities, base
densities, and scale heights for each density model referenced above. The
errors assoclated with the density model proposed for this altitude region

can be grouped into two categories.
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a. Diurnal variation, which is a variation during a single day due to the

heating of the atmosphere
b. Variations from the model during any month of that season

These errors can be incorporated by varying Pp and hg or by specifying Ap/p
to account for the known excursions from the density model. The following

tables present some recommended three-sigma error values for these error sources

Diurnal Variation hO kilometers 65 kilometers
A11 latitudes Bp, = 2.T%;0ng = 053 ABp, =5.34%;0hg = .10%
Po hs o hs

Variation from seasonal (for altitudes from 30 kilomebers to 80 kilometers.

Latitude Season Ap /P, percent Ah /b, percent

30° N Winter (January) 12.01 ) 1.39
Summer (July) 9.90 .87
Spring (4pril) 34.43 10.91

60° N Winter (January) 4.32 2.31
Summer (July) 7.92 1.68

1962 Standard Atmosphere Model - A11 . 10.7 §.69

Table B.3-V presents the three-sigma density percentages versus altitude (30 to
80km) for the refersnce atmospheres. These two error sources are independent so
that during any season the diurnal variations exist along with the predicted
variation for that season. Also, it can be seen that the use of a seasonal
atmosphere instead of the 1962 Standard Atmosphere reduces the predicted error

(ref. B.3-7).
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B.3.2.3 125 kilometers to 500 kilometers

In order to predict trajectories of orbiting vehicles, a model of the
atmospheric density is required in the computation of aerodynamic forces.
Reference B.3-10 discusses the proposed replacement of the baselined Russian
Atmospheric density model with the B-M density model for simulating the ground
Jacchia model iq the onboard software. The B-M density model, which computes
density at orbital altitudes, uses the following equation for modeling density

(ref. B.3-5).
p = pyexp (A+B)

where A is the nighttime vertical profile
A =2 +ash+ a3/h

and B 1is the diurnal effect

B = (bq+bph+b3/h) (1 + cos W)72)¥/2
where
Py = base density
h = altitude
a1,a2,a3,b1,b2,b3 = model parameters
M = power exponent of the diurnal term
cosy = (Z sindg + cosd (Xeosy + Ysiny))/R
R = vehicle's distance from the center of the Earth
8y = declination of the Sun
Y = right ascension of the diurnal bulge

X,Y,Z = coordinates of the vehicle in M50 coordinates
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The seasonal-latitudinal variation may be inecluded in the B-M model. Since the
Jacchia model computes this term as an explicit variation in the density, one ma
incorporate this in the B-M density model. The seasonal-latitudinal variation

that is given by Jacchia is (ref. B.3-5)

p = p¥*.10e
where
€ = 0.02 (R-90)(8y/|8y]) exp (-0.45(h-90)) sin?Sv x
sin(360 (d+100)/Y)
where

h = altitude in kilometers
d = number of days into a year
Y = number of days in a year

Gv = declination of the vehicle

This term may be rewritten so that the final form of the model is

P = pyexp {A+B+C)
where

C = 0.04605]z[ (2/R2)(n-90) exp(~0.45(n-90)) sin(360(d+100)/1)
where

Z = 7 component of the vehicle's position vector

h = altitude in kilometers

Y = days in the year
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o
1]

initial day in the year

=]
1]

vehicle's distance from the center of the Earth

The sine term may be computed once with the initial day (d)} and days in the
year (Y) and then assumed constant. Reference B.3-5 discusses the calibration
procedure for determining the nighttime wvertical profile and diurnal coeffic-
ients through ealibration to the Jacchia model. If one assumes that the power
exponent of the diurnal term (M), P, and the bulge angle ¢ are known
constants and unaffected by the solar activity or geomagnetic changes, the B-M
density model has six coefficients to be determined. By careful study of the
Jacchia model a value of ¢ = 37°, M = 2.75, and P, = 1.22499 kg/m3 has been

adopted (ref. B.3-5).

However, all these values may be refined to obtain closer agreement with the
Jacchia model. To compare the B~-M density model to fthe Jacchia model, reference
B.3-5 conducted several numerical experiments. Instead of comparing directly
computed densities, predicted satellite positions are compared from a numerical
orbit céﬁputation program. Several different orbits were chosen for the
comparison; thus, the position difference is a good indication of the global
difference between the density models used in the experiments. For each orbit-
the ballistic number was an average value for the Shuttle, BN = 100 lb/fta,

and the coefficient of drag, CD was set to 2.2. Table B.3-VI dis?lays the
chosen orbits and table B.3-VII presents the results. The results in table
B.3-VII are the differences in predicted position using the Jacchia model as
compared to using the other three models or neglecting drag completely. It is

apparent from the results of table B.3~VII that the B-M model gives better

agreement to the Jacchia than either the U.S.3.R. or ADMB models.
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TABLE B.3-I. DENSITY MODEL - 1962 STANDARD ATMOSPHERE

Altitude, p, pO’ . hsr
m kg/m3 kg/m3 m

30480.0 0.01710

32308.8 .01282

34137.6 .00940

35966.4 7.295 X 10-3 1.6724 6650.4

37795.2 5.533 X 10-3

39624 .0 L.,221 X 10-3

§1452.8 3.239 X 10-3

43281.6 2.498 X 10-3

45110.4 1.937 X 10-3

46939.2 1.439 X 10-3

48768.0 1.142 X 10-3

50596 .8 g.066 X 10-4 L4811 8076.6

52435.6 7.219 X 10-4

54254 .4 5.796 X 10-4

56083.2 4,640 X 10-4

57912.0 3.702 X 10-4

59740.8 2.945 X 10-4

61569.6 2.345 X 10-4 L4938 °  8046.4

63398.4 1.875 X 10-4 ’

65227.2 1.489 X 10-4

67056.0 1.174 X 10-4

£8884 .8 9.186 X 10-5

70713.6 7.128 X 10-5

725424 5.482 ¥ 10-5 4.596 6309.9

73761.6 4.578 X 10-5

75590.4 3.464 X 10-5

T7419.2 2.593 X 10-5

79248 .0 1.909 X 10-5

81076.8 1.351 X 10-5

82905.6 9.561 X 10-6

84734.4 6.766 X 10-6

GE B
Eﬁ?ﬁn30RnQUg&Ir¥
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kg/m
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km
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- JANUARY 30° N AND JULY 30° N

JULY 60° N

kg/m3
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TABLE B.3-IV.- SEASONAL DENSITY MODEL - APRIL 30° N

Altitude, P, Por hg,

km kg/m3 kg/m3 m
30 1.74 X 10-1
35 3.22 X 10-3 1.2536 7013.8
0 .02 X 10-3
b5 2.05 X 10-3
50 3.10 X 10-3 LA794 8249.9
55 .10 X 10~
gg ?.HO X 1g-ﬁ 5176 8156.1

.79 X 10-
70 9.03 X 10-5
55 4.35 X 10-5 2.6028 6781.6
0 1.96 X 10-5

GE 1S
ORIGINAL PA
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TABLE B.3-V.- 30 §§ VERSUS ALTITUDE FOR ENCLOSED ATMOSPHERES
1962
Standard 60° N 60° N 30° N 30° N 30° N
Altitude atmosphere, January, July, January, July, April,
{km) percent percent percent percent percent ‘percent
30 10.09 b .83 2.13 7.03 7.38 5.65
32 11.61 5.42 1.71 6.69 7.15 3.09
34 i3.10 6.01 1.30 6.34 6.91 .60
36 14.57 6.60 .88 6.00 6.67 1.83
38 16.01 7.18 A7 5.65 6.44 h4.21
ho 17.42 7.76 .06 5.31 6.20 6.52
12 18.82 8.33 .35 .96 5.97 8.78
4y 20.18 8.90 .76 L.61 5.74 10.99
46 21.53 Q.47 1.16 b,26 5.50 13.14
48 22.85 10.03 1.57 3.90 5.27 15.24
50 24.16 10.59 1.97 3.55 5.04 17.29
52 25.43 11.15 2.37 3.20 4,81 19.29
54 26.69 11.70 2.77 2.84 I,58 21.24
56 27.93 12.25 3.17 2.48 b.35 23.15
58 29.14 12.80 3.56 2.12 4,12 25.00
60 30.34 13.34 3.96 1.76 3.89 26.82
62 31.51 13.88 4.35 1.40 3.66 28.59
64 32.67 14 . b2 4.74 1.04 3.43 30.31
66 33.81 14.95 5.13 .67 3.20 32.00
68 34.92 15.48 5.52 31 2.97 33.64
70 36.02 16.01 5.90 .06 2.75 35.25
72 37.10 16.53 6.29 .43 2.52 36.81
T4 38.16 17.05 6.67 .80 2.30 38.34
76 39.20 17.57 7.05 1.17 2.07 39.83
78 9,23 18.08 T.43 1.54 1.85 41,29
80 4r1.24 18.59 7.81 1.91 1.62 h2.71
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* TABLE B.3~VI.- ORBITS USED IN PREDICTION EXPERIMENTS |,

perigee (km)

apogee (km)
eccentricity
period (min)
argument o% perigee
ascending node
inelination

epoch

A ) B & - b E

220 300 300 220 Same as
380 - 600 600 380 A except
012 ©o.022 .022 .012 epoch
90.5 93.6 93.6 90.5 is

0 0 180° 0 12:00

0 0 0 1] January 1,
30° 30° 30° 90° 1977

12:00 January 1, 1975

ORIGINAL PAGE 1S
OF POCR QUALITY

B-28



ORIGINAL PAGE 5
OF POOR QUALITY T9FMs

TABLE B.3-VII.- POSITION DEPENDENCE ON DENSITY MODEL

Orbit time of integratiom, Position difference, km
days
No drag 7.5.8.R. AMDB B-M
A 0.5 ' 8.9 0.2 0.3 0.005
1.0 36.1 .8 1.5 018
B .5 .83 .03 .07 .004
1.0 3.16 - .07 .28 .015
C 0.5 .5 <. 001 .01 .004
1.0 1.8 .02 .04 .018
D 0.5 8.6 .1 -3 .008
1.0 34.4 5 1.5 .027
E 5 13.9 3.4 0.4 071
1.0 56.0 19.2 1.9 275
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APPENDIX B.4

DRAG ALTITUDE PSEUCDOMEASUREMENT

"B.4.1 GENERAL DESCRIPTION

Vertical channel instability is an_inherent pr;blem with all unaided inertial
navigation systems. The Shuttle navigation system experiences this problem
during atmospheric reentry. External navigation aids, such as TACAN, are
generally not available during the initial phase of entry due to blackout

jonization of the air.

During entry only IMU data are available. Vehicle aerodynamic characteristics,
an atmospheric density model, and IMU contact acceleration are used to qompute
altitude for processing with a Kalman filter to stabilize the vertical
navigation channel. The measurement is referred to as pseudo’since it is not
directly measured. All the acceleration measured by the IMU accelerometers
during entry is assumed to be attributed to aerodynamic forces. The following

sections describe the drag altitude pseudomeasurement simulation approach and

error model.
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B.4.2 SIMULATION APPROACH
On nominal trajectories appreciable atmospheric drag is encountered at
altitudes below 260 000 feet. Drag measurements begin when the accelerometers

2

sense 11 fi/sec” and continue until the aerodynamic probe is extended and

barometric altimeter data can be processed. This occurs at an altitude of
approximately 100 000 feet., The drag updating technique is an effective method
for reducing the error buildup during the blackout portion of entry. During the
drag update period the altitude pseudomeasurement is calculated from
accelercmeter outputs, a model of air density as a funetion of altitude, and a
model of drag as a function of the angle of attack. Figure B-1 presents a
biock diagram showing the computation of the drag altitude pseudomeasurement. A

funectional description of each block is as follows.

a. Block 1 - computes the angle of attack () to be used in calculating the drag

coefficient by the following equations

T
Vg = Tpus0™ VR

o = arctan (Vgg (3)/Vgp(1))
where
YV = the Shuttle's velocity vector in M50 coordinates
ER = Earth rate
EP = unit vector along the Earth's pole

TBMSO = transformation matrix from body to M50 coordinates
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Typical values for Earth rate and Earth's pole unit vector (ref. B.U-1) are

Ep = 0.72921151 E-4 rad/sec
0.28324166 E-2
Ip = -0.50463837 E-4

0.99999598

b. Block 2 - computes the drag coefficient (CD) as a function of the angle of

attack and premission determined coefficients (CO, Cl’ 02) by the

following equation:

2
CD = C0 + Cla + C2a

where

o = flight angle of attack in radians

€. = experimentally determined coefficients from wind

¢ 1’72

0’ ¢

tunnel tests for calculating the drag coefficients

The following typical values for calculating the drag coefficient are given in

reference B.4-1,

Co = 0.2452220322
C, = -0.831161 rad'l
C, = 2.4092462 rad‘2

¢. Block 3 - calculates the ballistic coefficient (B)
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t«where

A = frontal area of the Shutile
W = mass
CD = drag coefficient {(unitless)

Due to the longitudinal center of gravity constraint the Orbiter's weight at

entry will be kept constant at approximately 183 40U pounds (ref. B.4-2).
d. Block U4 - computes the density (p) by the following equation.
- . 2
p = 2|Iy + v /(vg2BAT)

where

Lyg = Yr/Tr

AV = the accelerometer sensed change in the velocity vector over the
time interval AT

AT = time interval between accelerometer samples

F—R = veloeity vector of Shuttie relative to the atmosphere -

Ve = 1%l

8 = calculated in block 3

e. Block 5 - computes the drag pseudoaltitude as a function of density by the

following equation.
h = hy ln(po/p)

where

hS = atmospheric density scale height
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=]
o
t

base density

density of the atmosphere

o
It

Section B.3.2.2 of appendix B.3 discusses the baselined four-layer atmospheric
density model. In this model the scale heights and base densities vary

according to estimated altitude.

B.4.3 ERROR MODEL

In the navigation filter the error due to drag measurements is modeled as an

ECRV. The atmospheric density and drag coefficient model errors comprise the
bias error, while the accelercmeter and atmospheric turbulence errors make up
the random error seen in the estimate of drag altitude. The feollowing error

model (1-sigma values) presented in reference B.4-3 is used to corrupt the

altitude calculated in block &.

Drag altitude measurement bias 3750 £t
Drag altitude measurement random noise 250 frt
Drag altitude measurement bias time constant 720 sec
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B.5 REFRACTION CORRECTION MODELS

B.5.1 GENERAL DESCRIPTION

A complete refraction model would account for tropospheric and (for orbital
altitudes) lonospheric refraction effects on the range, range rate, integrated
Doppler, and elevation angle data for all ranges and elevation angles. These
effects can be well modeled by a ray tracing program (ref. B.5-1) assuming that
the physiecal parameters of thé atmosphere are- known. YThis is done by treating
the atmosphere as a sequence of layers with the refractivity held constant in
each layer. The refractivity of a given layer is determined from the single
exponential refractivity profile. The spherical form of Snell's law is then
uséd to trace the ray path through the atmospheré. The chief disadvantage of
this method is that the computations require a considerable amount of computer
time and are, therefore, unsuitable for general simulation programs or for
onboard computer use. In these applications less complex and faster

computational techniques are required.

A practical refraction model algorithm is discussed below, with estimates of the
magnitudes of the effects and errors remaining after correcticns have been
applied. It is generally concluded that no matter how sophistieated the
refraction correction model is, it should not be used for high-quality
navigation work at elevation angles below 2 or 3 degrees when the vehiecle is at
large distances from the station. Because of diurnal, hourly, vertical, and
horizontal variations of the index of refraction it is virtually impossible to

construct an accurate, longrange, low-angle, refraction correction.
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B.5.2 TROPOSPHERIC REFRACTION MODELS
The following discussion of tropospheric refraction is taken directly from
reference B.5-2. Figure B-2 shows a simplified model of the atmospheric

refraction of electromagnetic waves.

Two effects are involved. First, the electromagnetic waves travel more slowly
through the atmosphere than they do through a vacuum. The ratio of the speeds
is called the index of refraction, n., Due to the slower velocity in the
atmosphere it takes longer for waves to travel from the tracking station to the
vehicle than they would in a vacuum. This makes the measured distance ‘appear
greater than the actual distance. Secondly, the electromagnetic waves are bent
at the outer edges of the atmosphere. This makes the path followed by the waves
longer than the geometric, straight-line distance. This makes the measured

distance appear to be greater than the actual distance p.

Before proceeding, let us precisely define a few of the terms shown in figure

B-2. R

ng = the index of refraction for the electromagnetic wave at the
tracking station antenﬁa. ng-1 is called thé refraction modulus,

or refractivity.

Hg = Atmospheric decay constant, or atmospheric scale height. Looking
straight up it is the equivalent height of a slab atmosphere whose

index of refraction is ng 1in every case.

H = altitude of the vehicle above the tracking station.

>

B-%0



T9FM5

Reg = radius of curvature of the Earth in the vieinity of the tracking

station.

If Rg = 6 378 166 meters is the equatorial radius, e = 1/298.3 is the ellipticity

or flattening, of the Earth, and ¢ = geodetic latitude; then

(1 - o) % + ALT
tati
(1 - (1= (1= e)2) sin26)3/2 sration

RC=

B-41
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Figure B-2.- Refraction of electromagnetic waves by a slab atomsphere
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From the RC, Py triangle and the law of sines, we see that

sin €,  sin(90° + Ey)
or (1)

- 9 > 1

sin = e—————— c0s E

a M

Also from this same triangle, using the law of cosines, we can show that

0, = Re ( (1 + Hg/Rg)? - cos By - sin By) (2)

2 = Re + Hg/Re cos Ky - sin Ey

or, alternatively

ba © 2 2
sin Ey + (1 + Hg/Rp)© - cos“Ey

If ng is the index of refraction of the slab atmosphere, then from Snell's

law of refraction
sin Bb = ng sin Ba
Substituting equation (1) into the above gives

Ng
sin Gb =

cos Ey (3)

Note that for ng > 1 + Hg/Rez it is possible to have reflection rather than

refraction.
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From the p,, 0y, P triangle we see that
p, sin (8, = 6,) = p s5in(0,-6,~(E\-E)) (4)
2
Pp = P2+ 0, - 2P0, cos(Ey-E) (5)

This now gives us five nonlinear equations in the five unknowns: EM, Ga,
Gb, p,, and py. The quantities P and E are the indepefldent variables
or given in quantities. There is no analytic solution of these equations;

however, an iterative solution is easily obtained as shown below.

EM = E
Ddéal=1,3
COSs EM

ea = arc sin

_ ng cos EM
Bb = are sin e—————
0, =B (1 + Hg/R)? - cos®Ey - sin Ey)

Dz

a EM = E + (eb - ea) ~ arec sin 5- sin(eb - ea)
Ppb= PP+p2-2 -E
b = + P pp, cos{Ey-E)

The refraction correction for range, Ap, is measured range, NgP, + Pps

minus computed range, p. Thus
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Bp = ngpy +pp + 0

The previous refraction correction egquations are only good for the vehicle well
above the Earth's atmosphere. As the vehicle enters the atmosphere, part of the
atmosphere will be above the vehicle, leaving a lesser quantity of atmosphere
below the wvehiele. Thus, for a véhicle in the atmosphere we would like to

lower the scale height, Hg. This can be done by replacing HS

*
with Hg,
* .
Hg = (1 - exp(-H/Hg)) Hg (6)

where altitude above the tracking station is conveniently calculated from

2
H = \/RC +P2 4+ PRe sin E - Rg (1)

* *
Note that as H becomes small, Hg™> H. Except for H = 0, Hg is always

less than H, for H positive. That is, the vehicle will always be above

the slab atmosphere for H positive. Also note that as H becomes large,

Hg* Hg. As it turns out, to a first approximation the refraction modulus as a
function of altitude is given by (ng-1) exp(-H/Hg). This being the case, we
can show that eq. (6) is precisely the right equation to use to modify the scale

height.

¥
If we substitute Hg for Hg in our previous equations we encounter two

difficulties. One is for negative altitudes and the other is the reflection
problem. We can easily resolve the negative altitude problem by noting that
when H is negative (station on a hill during landing) the range ¢ will

never be very large. Thus when H is negative we will use the approximate

refraction corrections.
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EM =~E
for H< 0
Ap =~ (ns—1)D

The other problem concerns eq. (3},

ng cos EM

Gb = arc sin

As mentioned earlier, for 1 + H;/RC 2 ng it is possible to have reflection
rather than refraction. This will occur when H; = 2000 meters and H=2500
meters. At this altitude we can obtain a reflection from the upper part

of the slab atmosphere rather than a refraction. While this effect can ocecur
in nature, and cause a mirage, it is not something that we desire to model
here. 1In fact, it will not occur in an atmosphere whose refraction modulus

is smoothly varying according to (ns—T)exp(-H/HS). The reflection is due

to the abrupt discontinuity in the refraction modulus at the top of the slab
atmosphere. When reflection occurs, Gb wil}_be glightly greater than 90
degrees. We can not have eb > 90° because in this case there will be regions

in the sky where we would not be able to see the Shuttle. To resolve our

difficulty we will limit eb < 90°. We can do this by checking

ns cos EM

1+ H"’S‘/RC

Whenever this quantity is greater than 1, we will reset it equal to 1, causing Oy

be computed as 90 degrees.

Thus, the suggested algorithm for computing the range and elevation angle

refraction corrections is summarized in figure B-3.
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2
H £V§C + p2 + 2pR¢ sin E -Rg
EM:E
IF (H > 0) GO TO a
Ap = (ns— 1)p

RETURN

B = (1 - exp(-H/Hg))Hg

DObI-=1,3
cos EM
ea = arcsin
ng cos EM

1+ H§/RC
IF (& > 1) 4 = 1

Bb = arcain (4)

i -
Py = Rel \j(1 + Hg/Rg)? - cos?Ey - sin EM)

Pa
EM =B + (eb - ea) - aresin [Er sin (@

2 -
Pp = \/|p2 + Py ~ 2PP4 coS (EM—E)I

Ap = np, + pp - P

RETURN

b Gaﬂ

Figure B-3.- Suggested algorithm for computing refraction
corrections for the Space Shutfle.
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B.5.3 IONOSPHERIC REFRACTION MODELS

Tonospheric refraction affects signals bétween orbiting vehiecles and the

ground. It is a function of the electron density in the ionosphere. The
electron density is, in turn, a function of the solar and geomagnetic activity
parameters and the relative positions of the Sun, vehicle, and station.

A model for the density similar to that for the exospheric temperature (appendix
B.3) might be available. If mean values for the electron density and the
lonospheric limits are used instead, the correction for ionospheric refraction

will not be more accurate than 20 percent.

The following equation, recommended by Cubie Corporation (refs. B.5-3 and
B.5-4}, may be used to compute the effect of ionospheric refraction on range

measurements derived from frequency modulation.

1325 H Mqo H,-H
Ap = ' tan~W - tan~! |y (| — (1 - e'H/‘6°°°°) (£t)

£24(.05 cosEy + SinE,) Hy

where

H = the altitude of the vehicle (ft)

Mpp = the maximum electron density in the Fp ionospheric layer (ft™3)
f = carrier frequency (Hz)

W = 2H,/(Hy-~H;)

E ineident elevation angle

O

Hy

height of Mp, layer (ft)
By,H; = upper and lower heights of the half values of the electron

density (ft)
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Typical values are

Mpp = 13.4987 x 107 £e=3

H, = 725 000 £t
Hy = 1 368 600 £t
H, = 608 266 £t

The ionospheric refraction correction is typically about 75 to 80 percent
of the tropospheric correction for a frequency of about 1.5 GHz. Because
the correction is inversely proportional to the square of the frequency,

it becomes small at the higher frequencies in the S-Band.

B.5.4 REFRACTION ERROR MODEL

The real atmosphere is, of course, vastly more complicated in its refractivity
structure than the simple refractivity profile given above. One of the chief
differences is that the model assumes horizontal homogeneity. That is, every
place with the same height has the same refractivity. Clearly, this is not

true in the real world.

The model for the effects of atmospheric variations on range and Doppler
refraction corrections is modeled in the Navigation Analysis Program (ref.
B.5-5) as a scaling error k, which is the sum of a random variable that

is exponentially correlated over spacecraft position changes, and is common

to all stations, and a statistically independent ;andom variable. The modeled

refraction correction is, therefore, given by the expression

Ny
Ap = (1 + k) Ap

k=8 +n71
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where

Ap is the refraction correction éomputed from the simplified
atmosphere mode}

k is the random scaling error to account for atmospheric variations

€ 13 an exponentially cbrrelated random variable

N is' white noise
The bias scale factor € is computed as a first-order process in Ar.

€541 = exp(-Ar'/T) g + UATM(T—GXP(-2AP/T)]172
where

- R

Ar = |R _il

i+1
T is the correlation distance constant

OprM is the standard deviation for the random variable

jumerical values for T and gprM are difficult to obtain. A reasonable
7alue for Opqy 1is probably on the order of 5 percent for elevation angles

ibove 3 degrees and 10 to 20 percent below 3 degrees.
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B.6 LIGHT TIME ALGORITHM¥*

The Light Time Algorithm is necessary because the actual times of signal
reception/transmission at the vehiele t, and transmission from the ground based
transmitting station t¢ are not necessarily known. To calculate the range and
range rate measurements it is necessary to compute the acutal time required for
the signal to travel to and from the vehicle. The. times are obtained as

follows.

A signal is transmitted from a ground based station at time t, and travels
to the wehicle at the speed of light. This signal is received and transmitted
by the vehicle at time t, to a ground based receiving station. The onboard
processing time is assumed té be zero. The input range and range rate obser-
vation data is tagged only with the time of data reception tr' In order to
accurately compute the observations it is necessary to calculate the trans-
mission times, At, = t. - £, and Atl = tv - tg, and in turn the times tv and tt'

The transmission times are obtained from the Light Time Algorithm. This method

determines the transmission times by successive approximations. It considers

two franscendental equations

Palty)  polt. - At,)
- 2\'y - 2'°r 2 (G1)

At
2 c o

p1(te)  pq(ty - ALy
Atq = ! SV ! (G2)
¢ ¢

¥This appendix is taken directly from the following document: "Houston Operations
Predictor/Estimator (HOPE) Engineering Manual - Revision 01," TRW Report
11176~-H408-R0-01, June 1970.
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->
magnitude of the downlink range vector p,

+
= magnitude of the uplink range vector p,

speed of light.

e

for the downlink range vector p, is

> >
r-r

r

position vector of the wvehicle at time tv

position vector of the ground based receiving station at time
t..
r .

for the uplink range vector 31 is

> >
r

ry = (G-4)

position of the vehicle st time tv

position of the ground based transmitting station at time tg.

Equations (G-1) and (G-2)} must be solved by an iterative procedure, since

they are transcendental equations. Equation (G-1) begins with the known

time tr and retraces the received signal backwards along the light path to

solve for tv.

Equation (G-2) is then used to retrace the signal from the

vehicle backwards to the ground based transmitting station to solve for t¢.

The solution

to these two equations is obtained as follows.
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First, the solution to the downlink light time equation (Equation G~1)
is determined. The function p,(t, - At2) is expanded into a first-order

Taylor series. The Taylor series for the function P(t, - Bt,) at Aty = Aty!

is
dpe(tr - Atz)
d(Atz)
At2=Até
(G-5)
where
At2 = signal transmission time to be determined
At,' = signal transmission time assumed
> >
dpo(tp - Atp) Po " ¥
d(At,) Py
At2=At2'

e
v = velocity vector of the vehicle at time £ - Aty'.

Substituting the expression for p, from Equation (G-1) into Equation (G-5)

yields with some manipulation

> >
Polty = Ato") * vit, - Atp')
0oty = Aty') + ——m - Aty
pz(tr - Ata‘)
B, = (6-6)

Polty = Mot) » V(s - Atp')

Po(t, - Ats')

The scheme consists of iterating on Equation (G-6) until [Até - Atz'] is

sufficiently small:
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. > > -
Step 1: Ats' = 0. Obtain corresponding values of Po, r, Vv and Po.

P (tn)

Step 2: At2 =

- >
pg(tr) v (tp)
c +

p5(t,)

Step 3: Atg' = At2, value obtained from previous step. Obtain corres-

> > >
ponding values of py, r, v and po.
Step 4: Compute At, using Equation (G-6).

Step 5: Check if |At2 - At2'| < g, If it is sufficiently small, then
the value of t, is t,. - Atz. Final values of downlink range
and range rate vectors plus their associated magnitudes are

obtained from this corrected value of time.

Step 6: If the value is unacceptable Steps 3, ¥ and 5 are repeated

until convergence is obtained.

The uplink data is determined in a similar manner by iterating on the
iquation

> >
Pqlty = Beq") - vty - BEq")
Pty - Aty") + L L - Aty
01(tv - ﬂt1')
At, = (GT)

- -
D1(tv - At1') . V(tv.- At1')
C +

+
p1(tv - At1') * V(tv - At1')
c +

Pqlty = Atg")

mtil |At1 - At1'| is sufficiently small. Then the value for ty is t, - Atq.
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APPENDIX B.7

VENT MODELS

B.7.1 GENERAL. DESCRIPTION
There are well over 50 purge, vent, and relief ports located throughout the

Shuttle (e.g., fuel cell O H2 purge, avionics bay vents, H20 boilers, freon

2’

coolant loop flash evaporators, H. gas separator vent, APU dumps, ammonia dumps,

2
urine dump vents, RCS fuel purge vents, etc.), as well as several sources éf
unscheduled leaking (e.g., cabin leakage, payload bay venting, ete.). Figure
B-4 shows the location of major ports and vents. Of these sources the. APU and
water spray boiler cause the largest perturbations to the Shuttle trajectory.
During portions of ascent and deorbit, when the payload bay doors are closed,

the topping flash evaporator and high load flash evaporator steam vents are also

major sources of trajéctory perturbation.

B.7.2 ENVIRONMENTAL SIMULATION

The following tables are from reference B.7-1. These tables list the vent source
the loecation in Orbiter structural body coordinates (ref. B.7-2), the effluent,
the magnitude of the thrust, the thrust direction in Orbiter body coordinates,
and the duration of the vent. Table B.7-I lists scheduled vents. Most vents
listed vary with respect to time. Reference B.7-1 includes plots of venting
magnitudes versus time. The APU venting thrust is also a function of pump shaft
horsepower, while the hydraulic water spray boiler venting thrust is a function
of pump shaft horsepower, water'temperature, and time. Moreover, plume
impingement effects are negligible for all but the three APU and three water

spray boiler vents. A series of tables are given in reference B.7-1 that detail
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TABLE B.7-I.- SCHEDULED VENTS

TIFM5

Vent source

ECLSS
Cabin air (commode)

Water vapor from fecal
material

H2 separator
(FCP water)

Airlock depressur-
fzation

Topping flash evapor-
ator steam vent
No. 1

No. 2

High load flash evap-
orators steam vent

Fuel Cell
2 purge

0, purge

Location, in.

602.0 -105.5 336.0
602.0 ~105.5 336.0
602.0 -105.5  336.0
602.0 -105.5 336.0
1505.7 -128.4  304.8
1505.7 -128.4  304.8
1390.3 -~113.8 326.8
640.9 105.4 339.2
640.9 -105.4%  339.2

z—

Thrust, Vector
Effluent 1bf XX

Bip Negligible o 1 0
Hs0 Negligible 0 1 0
Hy Negligible o 1 0
Air 5.0 max. 0 1 0
H,0 (steam) 0.5 max. o0 1 0
H,0 (steam) 0.5 max., 0 1 0
Hy0 (steam}) 2.0 max. o 1 ¢
Ho (g) 0.05 o -1
Cn (g) 0.05 o 1 0

Duration

Remarks

2 seconds, 4 to 7
times per 24 hours

Same as above

Continuous

5 minutes, three
times per mission

Intermittant for
up to 10 hrs

Operational during
ascent above 140 000
ft and after pay-
load bay door
closure.

Normal mode - 2
minutes per FCP
every 8 hrs

Concurrent with H2
purge

Depends on number of
people

Same as above

,Flow rate
2x10~7 1bm/sec

Dependent on fuel
cell Hy0 produetion
rate. Supplements
radiators onorbit.
Used in conjunction
with high load
evaporators during
ascent and deorbit,

Used in conjunctiocn
with topping evap-
orator during ascent.

ALTYND ¥00d 40
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TABLE B.7-I.- Concluded

TTTORMS

Vent source

Location, in,

Hydraulic water boiler
vent

No. 1

No. 2

No. 3

APU exhausts
Left 1
Left 2
Right 1

Ho o Yo Zo
1375.7  16.3  508.1
1395.7  16.3  510.5
1355.7  16.4  505.8
1327.9  -15.9  502.5
1318.7 -15.7 501.3
1327.9  15.9  502.5

Thrust, — __ Vector _

Effluent 1bf X ¥ z
Hy0 (steam) 7 max. 0 0 -1
Hy0 (steam) 7 max. 0 0 -1
H50 (steam) 7 max. 0 0 -1
N, (g) 9.0 1bf 0 0 -1
No (&) average per 0o 0 -t
NHy (g) vent, 30 1bf 0 0 -1

peak total.

Duration

Remarks

6 minutes

6 minutes
6 minutes

Same as above

Postboost MPS dunp;
onorbit APU c¢heckout.
Entry preparation.

Same as above

ALITYNO ¥ood 4o
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the force vectors and moment vectors of these vents. Tables B.7-II andﬂB.T-IfI

list contingency and failure vents, respectively.

B.7.3 ERROR SOURCES

Thrust uncertainties of the quantities listed in the tables are +5 percent

for all vent forces except

a. Plume impingement forces, which are +10 percent

b. RCS and OMS pressure relief vent forces, which are +zero to -10 percent.

These numbers are very optimistic and may be increased by a factor of 10

(ref. B.T7-3).
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TABLE B.7-II.- CONTINGENCY VENTS
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Yent source

ECLSS
Urine dump

Potable water dump

Fuel Cell
Water relief

Reactant regulator
Vent relief

Hydraulics water boiler
vent

No. 1

No. 2

No. 3

APU exhausts
Left 1
Left 2
Left 3

Location, in.
—Ho L ¥o 20 Effluent

Thrust,
1bf

620.0 -105.% 336.0 Urine,
sweat,
biocide

620.0 -105.5 342.4 H,0 (1)

631.1 105.4 339.2 Hy0 (1)

640.9 -105.4 339.2 0, (g)
640.9 -105.4 339.2 Hs (g)

1375.7  16.3 508.1 H,0 (g)
1395.7  16.3 510.5 Hy0 (g)
1355.7  16.4 505.8 H;0 (g)

1327.9  -15.9 502.5 N, (g)
1312.7  -15.7 501.3 H, (g}
1327.9  15.9 502.5 NHz (&)

1.275

1.275

<0.01

7 max.
7 max.

T max.

9.0 1brf
average per
vent 30.0
1bf peak
total.

__Vector _
XX o2
0 1 0
0 1 0
RV 0
0 1 0
0 -1 0
0 0 -1
o 0 -1
0 0 -1
0 0 -1
6 0 -1
0 0 -1

Duration

Remarks

4.5 hr/week-mission
> 1 days

1.5 hr/day

Can be continuous
Can be continuous
6 minutes

6 minutes

No dump for T7-day
mission even with
double failure

Used if failure

in flash evaporator
or for thermal under-
load

Qeceurs only if
ECLSS cannot accept
FCP water

Checkout of
hydraulic system

Checkout of
hydraulic system

d 20
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TABLE B.7-III.- FAILURE VENTS

Location, in. Thrust, Yector
Vent source X Yo Zo Effluent ibf X ¥ z Duration Remarks
RCS pressure relief He+
Fwd oxidizer 285.5 0.6  361.4  NaQy 19.8 max. See table 30 seconds Occours only if open
Fud fuel 285.5 -40.6 361.4 H 19.8 max. B.7-IV for failure of both
Aft oxidizer (RHS) 1507.7 128.1  510.1 N0y 19.8 max. flow direc- primary and secondary
Aft fuel (RHS) 1509.4 65.7 529.9 MﬁH 19.8 max. tin cosines. regulators.
Aft oxidizer (LHS) 1507.7 -128.1  510.1 Na0y 19.8 max. Thrust is
Aft fuel (LHS) 1509.4 ~65.7 529.9 MMH 19.8 max. in opposite
direction
OMS pressure relief He+
Oxidizer (RHS) 1507.7  12B.1  510.1 N30y 4.7 See table | 30 minutes max. Oceurs only if open
Fuel (RHS) 1509.4 65.7 529.9 MMH 24 .7 B.7-IV for . failure of both
Oxidizer (LHS) 1507.7 =~128.1  510.1  Ny0y 24.7 flow direc- primary and sec-
Fuel (LHS) 1509.4 65.7 529.9 MiH 24.7 tion cosines. ondary regulators.
Thrust iz in
opposite
direction
OMS pressure relief
(PLB) He+
Oxidizer 1295 105 331.2  NyOy 24,7 o -1 .0 3 minutes max. 1 kit
Fuel 1295 -105 331.2 MMH 24,7 0 1 0 6 minutes max. 2 kits
9 minutes max. 3 kits
APU fuel pump seal vents
APU 1 1343.3 -~107.8  1413.3 NoHy 3.5 0 1 0 Leakage stops at Failure of pump
APU 2 1349.9 -108.3 413.6  NyHy 3.5 0 1 0 crev initiated seal ring only
APU 3 1343.3 107.8 3.3 Naﬂu 3.5 0 -1 0 * shutdown
ECL3S
0, vents 602.0 -105.5 336.0 0, (g) 4.6 0o 1 0 10 minutes max. Single failure
2 2
{deplete one tank) pressure regulator
N, vent 602.0 -105.5 336.0 Ny (2) 4.9 g 1 0 . 16 minutes (deplete Single failure
two of four tanks) of pressure
¢ © regulators.
=
g G2
S
e
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D
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TABLE B.7-II1I.- Concluded

TIFMS

Location, in. Thrust., ___Vector
Vent source e o Xo 2o Effluent 1bf X ¥ _z

Cabin overpregsure 571.0 -67.7 394.4  Air 53.02:% «1 0 0

Relief valves 576.0 -T4.2 394.%  Air 53.0%1¢ -1 0 0

Power reactant storage

and distribution

Hp relief vent 822.2  105.4 342.5 Hp (g) 60° 0 -1 0
130° 0 -1 0

H2 multiple-tank relief

vents 990.0  105.% 352.2 Hy (g) 1071° 0 -1 0

0o relief vent 760.0 -105.4 355.5 0z (g) 17b 0 1 0

Op 12 tank relief 760.0 -105.4 355.5 0p (g) 6004 0 1 0o

Fuel cell

Hy purge 640.9 105.4 339.2 H, (g) 0.3 o -1 0

O, purge 640.9 -105.4 339.2 0, (g) 0.5 0 1 0

Hydraulic water boiler

vent

No. 1 1375.7 16.3  508.1 Hy0 {(z) 7 max. o 0 -1

No. 2 1395.7 16.3  510.5 H;0 (g) 7 max. 0 0 -1

No. 3 1355.7 16.8 505.8 H20 (g) T max., 0 0 -1

Duration

Remarks -

Flow stops at crew
initiated shutdown.

Total venting time
{each tank) is 17
hrs; 20 min. in
cycles < 10 sec

Same as above

Total venting time
(each tank) in 16
hrs; 2.4 hrs in
cycles < 100 sec

Same as above
Flow stops at crew
wnatiated 1solation

Same as above

No venting if
hydraulic system
fails

Opens at 15.5 psia
cabin pressure. -

Oceurs due to tank
overheating; heaters

.failed on mest likely

cause.

Same as above

Oceurs due to tank
overheating; heaters
failed on most likely
cause.

Same as above
Failure of FCP

reactant regulator

Same as above

- ALINTYND ¥00d d0
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gPlume impingement within PLB will change magnitude and direction of thrust wvector.
Two tanks relieving simultaneocusly,

®Three tanks relieving simultaneously through the forward vent (X, 822.2) and nine relieving simultaneously through the wmultiple tank

relief vents, 30 day mission only,

Twelve tanks relieving simultaneously, 30 day mission only.
®Regulator on line failures resulting in flow through both valves.
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Locatien, in.

PDirection cosines

529.9

~-0.0379

RCS Xo Yo © _Zo i- 3 k
"Pwd oxidizer 285.5 40.6 361.4  -0.4520  0.8103  0.3729
Fud fuel 285.5 -40.6  361.4 -0.4520 -0.8103 0.3729
Aft oxidizer (RHS) 1507.7 128.3 510.1 0.9986 0.0379 0.0366
Aft fuel (RHS) 1509.4 65.7 529.9 0.9986 0.0379 0.0366
Aft oxidizer (LHS) 1507.2 ~128.3 510.1 0.9986 -0.0379 0.0366
Aft fuel (LHS) 1509.4 -65.7 529.9 0.9986 -0.0379 0.0366

Location, in. Direction cosines

OMS Xo Yo _Zo__ i i k
Oxidizer (RHS) 1507.7 128.0 510.1 0.9986 ° . 0.0379 0.0366
Fuel (RHS) 1509.4 65.7 529.9 0.9986 0.0379 0.0366
Oxidizer (LHS) 1507.2 -128.1 510.1 0.9986 -0.0379 0.0366
Fuel (LHS) 1500.%  -65.7 0.9986 0.0366
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APPENDIX B.8

VEHICLE BENDING

B.8.1 GENERAL DESCRIPTION

In most simulations the Space Shuttle is treated as a rigid body. In analyzing
the effects of eiternal navigation aids on the navigated state, this is a good
approximation. However, when analyses of guidance, of flight control, or of the
effects of internal navigation aids, such as the IMU's or RGA's, are desired
vibration and bending modes of the vehicle‘are relevant for realistic modeling.
This appendix gives a brief overview of the theory of elastic motion as employed
by the space vehicle dynamies simulation (SVDS). For more detail see references

B.8-1. and. B.8-2.

It is assumed that the equations of motion of a system can be derived from a
Lagrangian function defined by the kinetic energy function T, the virtual work
of the external forces OW,.the strain energy function U, and the Rayleigh

dissipation function R. These can be written as

C g . - .
T=1/2(aq " a5 qg') Mpr Mpp Mps aR
Mpr Mpp Mpg ap
Mgr Mgp Mgs qs
T T
W = Sqp” Qp + Say” Qg
T T
U = (qB FBqB + qS quS)/2
R = (dg Rgap + a5 Rgdg)/2

where g, qg, and qg are respective sets of pseudorigid boily generalized
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coordinates, elastic body generalized coordinates defined by a set- of base

modes, and linear springs mass generalized coordinates. Mij is the modal
coupling mass matrix, Qi is the generalized force acting on thehbody, F; is
the modal stiffness matrix, and R; 1is the Rayleigh dissipation function. The

subseripts refer to pseudorigid body coordinates (R), elastic body coordinates

(B), and linear spring coordinates (S). In terms of the above quantities

Lagrange's equations can be written as

sub jeet to the constraint

The following set of equations result in

1
o

Mprag + Mppdp + Mpgdg =
Mgpa q Q ip + Fpag = MarMpr
BRAR + Mppap + Mpgag + Rpdp + Fpap = Qp - MprMpr &g

-1
-MspMpr Qg

MgRraR + Mgpap + Mggag + Rgdg + Fgag

These equations can be rewritten as

-1 -1
Qg = Ggg [ Qp ~MgMpr ™ Qg -Ryap - Fpap
-1 -1 .

+ Gpslss (MgpMpr™~ Qg + Rsgs + Fgag)) (2}
- -1 -1 . A
95 = Ggs  (MgpMpp ~ Q + Rgdg + Fgdg + Ggpp) (3)
-s _l e ' L rl
ar = -Mgr = (Mppap + Mpsas) (%)
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where GSB = MSB - MSRMRR—J' MRB
T
GBS = GSB
-1
Ggg = Mgy - MgpMpr = Mps
-1 -1
Gpg = Mpg - MpgMpr Mpp - Gpslss  Gsp

The constraint equation yields the following two equations that, with equations

(2) through (4), completely define the pseudorigid body motion,

"

-1
Qg = -Mpr =~ (Mppag + Mpsag) (5)

- -1 . .
ag = -Mpp ~ (Mppdp + Mpgag) (6)

The actual displacement of the point of interest is given by
P = 60 = ¢pap + Pgde

Where ¢ is the matrix of base mode shapes and can be broken down into two
submatrices, ¢R, of rigid body base mode shapes, and ¢, elastic body base
mode shapes which include both elastic body and linear spring modes. The

matrix, ¢, has the properties that at some time, T,

0 .
A <| R = M(T)
“lo 1
0
oTk¢ = = F(T)
' 0 @
T 0 0
and ¢ Bd = rw |° R(T)
0 2°1t ¢
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Where Af{r) is the panel point inertial matrix; K, the panel‘poiﬁt'étiffness
matrix; B, the panel'point damping matrix. The notation,[: ]; denotes a
diagonal matrix. g are the natural frequencies corresponding to elastic base
modes; I, is the critical damping ratiq for the elastic base modes. The

P

velocity and acceleration of the panel point are given by

T
]
-

PO

and

hel
1]

-

fi=]

Reference B.8-3 gives data for various vehiele configurations and various

missions for use in studying vehicle bending.

Although the navigation principal function runs at a low rate of 0.25 Hz, there
are other navigation related funcftions that ruﬁ at higher frequencies; e.g., the
user parameter processor at 6.25 Hz and the attitude processor at 12.5 Hz. The
spectrum of vehicle bending frequencies starts at 2 Hz and continues to
infinity. The higher rate functions, which employ IMU and RGA data, will be
affected in a systematic way, whereas the lower rate funetions, navigation and
redundancy management, will be affected in a more or less random manner.
Furthermore, modeling errors will occur due to the finite cutoff of the bending

spectrum when using a digital simulation of this essentially analog process.
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APPENDIX B.9

CLOCK AND TIMING ERRORS

B.9.1 GENERAL DESCRIPTION

The Space Shuttle master timing unit (MTU) providés time and synéhronization
frequency to various users. Greenwich mean time (GMTj and mission elapsed time
(MET) are provided to all comﬁuters, displays, recorders, and telemetry (PCM).
The GMT that is provided is universal coordinated time (UCT) (see appendix B.10

for a discussion of UTC).

. Synchronization frequencies are provided to one-way Doppler systems, PCM master

units, static inverters, and the time display {(event ‘timer). . .

Power is supplied redundantly to the MTU through two separate.circuit breakers
‘from two separate essential power busses. A switéﬁ is brovided to manually
select one of two redundant oscillators or to enable the MIU to automatically
select the oscillator based on internal BITE (built—iﬁ test equipment)

information.

B.9.2 ERROR SOURCES

The master timing unit performance is as follows:

B.9.2.1 Master Timing Unit Performance (ref, B.9-1)

a. Frequency accuracy (offset): 17x10"8

(can be adjusted to within i1x10"9)
b. Frequency stability (drift): i1X10-9 per day
¢. Time accuracy: +10 milliseconds bias

one-eighth millisecond quantization

B-71



T9FM5

Mission rules permit oscillator frequency offset to be as much as 17x10‘8

at the start of any 7-day mission. Greater offset will require that the

oscillator be adjusted before flight. Periodic adjustments at the launch site

are anticipated without removal of the MIU.

d. Time accuracy - GMT will be set before launch to within +1 millisecond
referenced to U.S. Naval Observatory time. GMT can then drift off as much
as +10 milliseconds at any time during the mission. A frequency offset of
:8x10'7 will result in a time error of approximately +10 milliseconds in 24
hours. It is anticipated that a GMT update every 24 hours may be required to
keep the MTU within the 10 millisecond limit. GMT initialization is acecomp~
lished by the ground computer launch processing system (LPS) via the
umbiliecal and onboard computer. In flight the time delta is determined by
the MCC ground computers and the GMT is then corrected via the uplink. It
can also be updated by voice to the crew who can then input it by the

keyboard through the computer to the MTU.
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B.9.3 REFERENCES

B.9-1 Procurement Specification for Master Timing Unit. Rockwell International

No. MC 456-0051, rev. B, May 18, 1976.
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APPENDIX B.10

TIME

B.10.1 GENERAL DESCRIPTION

B.10.1.1 Ephemeris Time

Ephemeris time is the fundamental unit of time and is based on the period of
orbital motion of the Earth about the Sun; thus, the time unit is in years. An
ephemeris second is a subdivision of a period, or, in exact terms, it is 31 556
925.97147'1 of the tropical year for 1900. A tropical year is the time required
for the Earth to rotate one revolution about the Sun passing through the point

of vernal equinox.

B.10.1.2 Atomiec Time

Atomic time is based on the time required to accumulate a fixed number of
vibrational periods of transition frequency of atoms under a prescribed
condition. The frequency of the atomic transition and, thus, the period of the
frequency or any multiple thereof is so constant that by comparision with the
ephemeris time it takes at least a century to be certain of any atomic time

variation.

‘The Twelfth General Conference of Weights and Measures, which met in October
1964, designated "an atomic or molecular frequency standard to be employed
temporarily for the physical measurement of time" and further declared "that the
standard to be employed is the’transition between the hyperfine levels F = f,mp
=0 and F = 3, mp = 0 of the fundamental state 253, of the atom of Cesium 133,
not perturbed by external fields and that the value 9 192 631 770 Hertz is
assigned to the frequency of this transition." F, mg, and 281/2 represent

numbers that identify the quantum states and energy levels associated with a
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particular atomic transition and hence, with a particular spectral line (or

frequency) of emission.

B.10.1.3 Universal Time or G?eenwich Me%n Time

Universal time (UT) is based on the Earth's period of rotation about its axis;
thus, the fundamental time unit is in solar days. Since apparent solar days vary
in length with the seagon, mean solar time was devised, and the tabulation of

the difference between the apparent value and the mean value is called the
equation of time. Because of its definition, UT is dependent upon the obser-
ver's position; thus, a reference based on the prime meridian at Greenwich,
England was established. UT is therefore synonymous with GMT. The following

are important points concerning UT (ref. B.10-1).

a. Different versions of universal time - The value of UT at a particular
instant must be determined from astronomical observations. This observed
universal time (UTQ) is calculated by the USNO and is based on observations
of star transits across the meridian line passing through Washington, D.C.,
and Richmond, Florida. This version of UT is subject to a number of irregu-
larities caused by variations in the rotation rate of the Earth. A more
uniform UT (UT2) is obtained by correcting UTO for the seasonal variation
variation variation in the rotation rate of the Earth and for polar drift.

The correction formula is

U2 = UTO + S + P
where

S is correction for seasonal variation

P is correction for polar drift
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The precise value of UT2 cannot be known until after the astronomical data
have been processed. The coordinated universal time (UTC) system provides
a measure of universal time that is not subject to this delay. It is a
convenient, up-to~date approximation of UT2 that is based on an atomic clock

constrained to be in close agreement with UT2.

Time system maintained by USNO and NBS -~ The National Bureau of Standards
(NBS), through its radio station, WWV, transmits time signals monitored by
its UTC elock. The stations of the National Aercnautics and Space
Administration (NASA) spaceflight tracking and data network (STDN) use the
WWV signals to time tag the observed Doppler and range data, and the clocks
onboard spacecraft are calibrated prelaunch with WWV. In addition, all
time-dependent calculations, both onboard and on the ground, use UTC as the

basic dependent variable.

Under the old UTC system the rate of the atomic elock was changed by
offsetting its output frequency, which is based on the natural resonant
frequency of Cesium atoms, by an amount that made the rate of the clock
nearly identical with the average rate of ropation of the Earth with all
knoun seasonal and polar variations removed (UT2). ‘Thé amount of rate
difference was the offset of the UTC with respect to atomic time. On
occasion, whenever the adopted frequency offset would clearly allow the UTC
to diverge from UI2 by more than 0.1 second, the UTC clock of NBS would make
instantaneocus step adjustments. Thesg periodice time corrections are Known
as step-time adjustments. The offset and step-time adjustments were made at

the same time and by the same amount throughout the world by international
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coordination through the Bureau International de 1'Heure (BIH); thus, the

term coordinated universal time.

Problems with the old system - The variable offset method used in the pre-
1972 UTC system prevented frequent step-time adjustments and answered
astronomiéal and navigation needs each time an offset change was introduced;
however, the length of the broadcast time interval (the UTC second) changed.
Although the pre-1972 system satisfied those who required tipe based on the
rotation of the Earth, other users needed time intervals that did not change

and that were more directly related to atomic standards.

In 1968 CCIR (International Radio Consultant Committee) recognized the need
to make the broadecasted second conform to the international definition of
the second (the duration of 9 192 631 770 periods of radiation corresponding
to the transition betﬁeen the hyperfine levels of the ground state of the
Cesium 133 atom). A working group was established to study the problem ana
its recommendations were adopted in February 1971 and implemented in January

1972.

The improved UTC system - The improved UTC system eliminates the changing
frequency offset and increasgs the size of the step-time adjustments from
0.1 to 1 second, which is called a leap second. Therefore, the UTC clocks
are driven at the atomic clock rate but, by making periodic leap second
adjustments, are synchronous with UT to a tolerance of +0.7 second. Figure
B-5 shows the difference between the old UTC system prior to 1968 and

the new UTC system in use at that time. Station WWV changed its clock

time from the old UTC system to the improved UTC system by a time step

that occurred on December 31, 1971, at 23 hours 59 minutes 60.107600
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TAI-UTC, sec.

seconds (old UTC). At that instant the date became January 1, 1972, 0
hours 0 minutes 0 seconds exactly (new UTC). To users such as navigators,
surveyors, and geodesists who need UT1 (UT corrected for polar variation
only}, the time difference between UT1 and UTC is transmitted in code to a

precision of 0.1 second.

7.00
i T .
- 0ld UTC system (actual) [
6.60
v o == New UT tem {example only) )
6.20 ew UTC sys P y 4/2/
.80} 4o Always -
5.40 - 1 sec 1
) : ever mora
5.00 — " / x| ;than .7 sec
4.60 r////// "

i /"rchange in offsct
3.80 ~.(January 1, 1966}

A

3o

3.00 —
2.60 bepprp e b ey v et bl
« > T L S>Um JO=> Uun ] > o > ot
' B2553hpoaEIi5ReREITE33EaRETELS
En*glg—:ggmggmgaoﬁgﬂﬁgngaﬁ-égzo?jgu
1945 ; 1965 { 1967 —%~— 1948 ——e=

Figure B-5.- Recent behavior of TAI-UTC.
Ephemeris time and its relation to UTC - The measure of ET is obtained by
comparision of observed positions of the Sun, Moon, and planets with their
corresponding ephemerides. The ephemerides of the Sun and Moon are needed
for perturbation computations, targeting, and alinements and are maintained
in ET. Since timekeeping, both onboard and on the ground, is in UIC the
difference (At) between ET and UTC must be available. Since atomic clocks
vary at the same constant rate as ephémeris time, and the relationspip

between atomic time and UTC is known, the At is easily computed. A4s of

" July 1977 the following formulae apply:

ORIGINAL PAGE 1S
OF POOR QUALITY.
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Hence,

ET = TAI + 32.18 seconds (1)
TAI - UIC = 16.0 seconds ‘ | (2)
At = ET - UTC = 48.18 seconds
where TAI is International atomie time and UTC is National Bureau of Standards

UTC. Equation (1) is constant.

B.10.2 Error Sources

The clocks associated with the ground tracking equipment are synchronized by
time signals received via the LORAN-C networks. These networks are in turn
synchronized to a master UTC clock of the United States Naval Observatory
(USNO-MC) to an acecuracy of 5 Us. Some LORAN-C networks, such as the U.S, East
Coast, North Atlantic, and Norwegian Sea chains are synchronized to the USNO-MC
within 0.5 us, but the Central and Northwest Pacific may be off as much aé 5 HUs

of the USNG-MC.

The synchronization of ground station clocks to each other was calibrated during
Apollo 16 by the use of interstation time synchronization tests. The results
showed that the largest dispersion of any reference receiver combination was 5

Us with an average dispersion of less than 2 us.

The use of portable clocks, and the complete implementation of the Defense
Satellite Communication System (DSCS); known as Comm-Sat, will improve the
synchronization 6f the LORAN-C network to the USNO-MC and the site-to-site
synchronization to less than 1 s worldwide, but these systems are currently not

fully operational and would require some changes in ground station

synchronization procedures.
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B.10-2 U.S. Naval Observatory Time Service Publications Series 3,4,17,11,14,
B.10-3 Metric Data Branch, GSFC: Apollo 16 SIDN Metric Tracking Performance -
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APPENDIX B.11
ASTRODYNAMTIC CONSTANTS
This section provides the basic astrodynamic constants for usé in error analysis
and mission simulations related to Space Shuttle development. The data included
here are provided to facilitate the use of consistent numerical values

throughout the Johnson Space Center (JSC).

The values of the constants presented here are taken primarily from reference

B.11-1.

B.11.1 CONVERSION FACTORS
The conversion factors that are used to convert between systems of units are
presented in the table B.11-I. These are the minimum number of factors required

for conversion between the systems of units commonly in use at J3C.

TABLE B.11~I.- CONVERSION FACTORS

Original unit Desired unit Conversion factor
Earth radius Meter 6.378160 x 106
Foot Meter 3.048 x 10_1
Nautical mile Meter 1.852 x 10°
Pound-mass (1bm) Kilogram 4.5359237 % 107
Hour (time) Second (time) 3.600 x 1p3
Radian Degree 180/% -

Degree Are-second 3.600 x 103
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B.11.2 CONSTANTS AND PARAMETERS

B.11.2.1 Earth Constants

B.11.2.1.1 Equatorial Earth radius (Gravitational)

1 e.r. = 0.6378160000000000+007 + 0.5000000000000000+001 m (ref. B.11-1)
1 e.r. = .2092572178477690+008 + .1640419947506562+002 int. ft

1 e.r. = .1000000000000000+001 + .T7839251445557967-006 E.r.

1 e.r. = .3443930885529158+004 + .2699784017278618-002 n. mi.

B.11.2.1.2 Flattening

/£

"

0.2983500000000000+003 + 0.4000000000000000-001 (ref. B.11-1).

f = 0.3352891869237217-002

B.11.2.1.3 Gravitational Parameter (GMg = u, = u Earth):

Yo = 0.3986012000000000+015 * 0.4000000000000000+009 m3/se02 (ref. B.11=1)
Ho = . 140T6M6853278542+017 + .1412586668859544+011 (int. £t)3/sec’

Mo = .199093634404N169+002 + .1997923081059631-004 (E.r.)>/hr®

lg = .6275027808522208+005 + .6297048587432459-001 (n. mi.)3/sec?

B.11.2.1.4 Mass of the Earth

M, = 0.5973343323842350+025 kg
M, = 0.1316896781981220+026 1bm

B.11.2.1.5 Angular Velocity of the Earth's Rotation With Respect to the Vernal
Equinox

By differentiating Newcomb's expression of the right ascension of the fictitious
mean Sun (ref. B.11-2), one obtains ‘

-8

Ry = 9856473354 + 2.1203 x 1070 Ty deg/d (1)
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where Ty 1is Julian centuries of 36 525 days counted from 1900 January O,

12h UT and Ry 1s the time rate of the right ascension.

Adding to this the time rate of the hour angle, 360 deg/d

wp = 360.9856473354 + 2.1203 x 107 Ty deg/d

or

wp = 7.292211585458 x 107> + 4,283 x 10 =15 Ty rad/sec (2)

gives the rotation rate of the Earth with respect to a precessing vernal

equinox. Tabular data for each year to the year 2000 is given in table B.11-II.

The motion defined in. equation (2) is the result of the spin of the Earth and
motion of the vernal equinox (precession). Because the latter motion takes
place in the ecliptic, the equitorial component, 'or the general precession in
the right ascension, m, must be used to compute the inertial (nonprecessing)
Earth rate.

wr =Wy - W .
From reference B.11-3

m = 0.0000350546% + 2.1253 x 107 Ty + .92 x 107 °Ty°  deg/d
The angular velocity of the Earth's rotation with respect to an inertial

coordinate system is therefore

360.9856122808 - .0050 x 107 Ty deg/d

Wt
or

5 15

- .010 x 10~

7.25211514646 x 10 Ty rad/sec

wr

This rate is constant to 13 significant digits for theé rest of this century.

Tabular values are given by year until the year 2000 in table B.11-II.

B-83



URiGifnaAL

'l A TE L

OF POOR QUALITY

T9FM5

TABLE B.11-II.~ THE EARTH'S ANGULAR ROTATIONAL VELOCITY WITH RESPECT TO

A PRECESSING EQUINOX (wp) AND INERTTAL EQUINOX (wy) VERSUS YEAR

Year

1960.
1961.
1962.
1963.
196M4.
1965.
1966,
1967 .
1968.
1969,
1970.
1971.
1972.
1973.
1974.
1975.
1976.
1977.
1978.
1979.
1980.
1981,
1982.
1983.
1984,
1985.
1986,
1987.
1988.
1989.
1990.
1991.
1992.
1993.
1994,
1995.
1996.
1997.
1998.
1999.
2000.

W

I

0.7292115854836980-~004

.7292115854841263-004
.7292115854845546-004
.7292115854849829-004
.7292115854854112-004
.7292115854858395-004
.7292115854862678-004
.7292115854866961-004
. 729211585487 1244-004
.7292115854875527-004
.7292115854879810-004
.72921158548840093-004
.7292115854888376-004
.7292115854892659-004
.7292115854896942-004
.7292115854901225-004
.7292115854905508-004
.7292115854909791-004
. 72921158549 14074-004
.7292115854918357-004
.7292115854922640-004
.7292115854926923-004
.7292115854931206~004
.7292115854935489-004
.7292115854939772-004
.7292115854944055-004
.7292115854948338-004
.7292115854952621-004
.7292115854956904~004
.7292115854961187-004
.7292115854965470-004
.7292115854969753-004
.7292115854974036-004
.7292115854978319-004
.7292115854982602~-004
.7292115854986885-004
.7292115854991168-004
.7292115854995451-004
.7292115854999734-004
.7292115855004017-004
.7292115855008300-004

Wy

0.7292115146459400~004

.7292115146459390-004
.7292115146459380-004
.7292115146459370~-004
.7292115146459360-004
.7292115146459350-004
.7292115146459340-004
.7292115146459330-004
.7292115146459320-004
.7292115146459310-004
.7292115146459300~-004
.7292115146459290-004
.7292115146459280-004
.7292115146459270-004
.7292115146459260~-004
.7292115146459250--004
.72921151464592450-004
.7292115146459230-004
.7292115146459220~004
.7292115146459210~004
.7292115146459200-004
.7292115146459 190-004
.7292115146459180-004
7292115146459 170-004
.7292115146459160-004
.7292115146459150-004
.7292115146459140-004
.7292115146459130-004
.7292115146459120-004
.7292115146459110-004
.7292115146459100-004
.7292115146459090-004
.7292115146459080-004
.7292115146459070-004
.7292115146459060-004
.7292115146459050-004
.7292115146459040-004
.7292115146459030-004
.7292115146459020-004
.7292115146459010-004
.7292115146459000-004
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B.11.2.2 Fischer Earth Model

The following constants describe the Fischer Earth model (1960), which is used

for the location of radar stations for the Space Shuttle.

B.11.2.2.1 Equatorial Earth radius

a = 0.6378166000000000+007 m

a .2092574146981627+008 int. ft

. 1000000940710173+001 E.r.

1]
]

.3443934125269978+04 n. mi.

o))
1t

B.11.2.2.2 Flattening

Hy
n"

flattening = 1 - b/a
2

Hy
1]

1/298.30 = 0.3352329869259135 x 10

B.11.2.2.3 Polar Earth radius
b = 0.635678428360717+007 m
b = .2085559148165061+008 int. ft
b = .9966486076873435+000 E.r.

b = .3432388922034075+004 n. mi.

B.11.2.2.4 Eccentricity of Ellipsoid

e (a2 - bz)/a2

e = 0.8181333401693114-001

62= 2f - f2

e = 0.6693421622965943-002
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B.11.2.3 Basic Equivalents and Conversion Factors

1 int. ft = 0.3048000000000000+000 (exact) m (ref. B.11-1)
1 n. mi. = .1852000000000000+001 (exact) km (ref. B.11-1)
1 km = .5399568034557235+000 n. mi.

Tm = .3280839895013123+001 int. ft

2 2

Tm .1076391041670972+002 int. ft

1Tn. mi, = .6076115485564304+00% int. ft

1 rad = .5729577951308233+002 deg

1 deg = .1745329251994329-001 rad

1 lbm = .U4535923700000000+000 kg (exact) (ref. B.11~1)
1 kg = ..2204622621848776+001 1bm

1 km = .1567850289111593-003 E.r.

1 E.r. = .6378160000000000+004 km (exact for scaling)

1 U. 8. Survey £t = 0.3048006096012192 m

1 int. stat. mi. = 5280 (exact) ft

1 1bf = 32.174048556 1bm int. ft/sec”
L = 0.3141592653589793+001 (ref. B.11~1)
1 E.r./hr = 0.5812700495771362+004 int. ft/sec

1 int. ft/sec = 0.1720370765236369-003 E.r./hr

1 m/sec 0.5644261040801736-003 E.r./hr

1 E.r./hr

C17TTTI7111111111114+008 m/sec

i.11.2.1 General Constants

t.11.2.4.1 Astronomical Unit

AU

0.1495978930000000+012 + 0.5000000000000000+004 m (ref. B.11-1)

AU -4908067355643045+012 + .1640419947506562+005 int. ft
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AU = .2345470997905352+005 + .7839251445557967~003 Eir. -
AU = .80776140010799136+008 + .2699784017278618+001 n. mi.
B.11.2.4.2 Velocity é6f Light in a Vacuum:

Q
1]

0.2997925000000000+009 + 0.300000000000000+003 m/sec (ref. B.11-1)

o
]

.9835711942257218+009 .+ .9842519685039370+003 int. ft/sec

Q
fl

.1692107128074554+006 + .16932783122U40521+000 E.r./hr

Q
H

. 1618750000000000+006 + .1619870410367171+000 n. mi./sec

B.11.2.4.3 Gravitational Parameters for the Sun:

0.1327124990000000+021 + '0.1500000000000000+014 m3/8602 (ref. B.11-1
2

i

¥ sun
WS = -4686697671960888+022 + .52072000082232894015 (int. Pt)3/sec

MSun = -6628734122U267624007 + .74922115539698654000 (E.r.)3/hes

Wgun = -20892426359064544011 + .23613932202871754008 (n. mi.)>/sec?
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APPENDIX C.1

RANDOM NUMBER GENERATOR

The subroutines to be used for generation of random numbers in simulation

programs are described in this appendix.

Two characteristics are desired. The numbers should be random in the sense that
no patterns exist that affect the simulation, but they should follow a deter-
ministic sequence in order to facilitate debugging any program modifications.

These subroutines héve the desired characteristics.

The subrouftines described here use the congruential method, which is discussed

in reference C-1.

. The specific implementation described here is for the Univac 1108, but may be
readily adapted for any similar machine.

J:h—
The first step in the generation of the nmukﬁ%gmmbers is to use subroutine RDM
s

to generate a random number from a set uniforﬁi§ distributed between zero and

one. Let N be an (odd) integer, less than 235-1; an initial value of unity is

often used. The new value of N is given by the least significant 35 bits of the

product of the old value and 515. The least significant 27 bits of N are then

combined with an exponent and converted to a normalized'floating point number,

A. The output "A" is uniformly distributed over the interval zZero to one.

The next step is conversion of the uniformly distributed random numbers to
normally distributed random numbers. This transformation is accomplished by

using two wniformly distributed numbers, Al and A2, in the following equations

T
A




T9FM5

9
I

(-2 1n Al)l/z cos (27 A2)

]
"

(-2 1n Al)l/z sin (27 Az)

These equations are implemented in subroutine RN2S. Every other call to RN2S

results in two calls to RDM to generate Al and A, and the corresponding X

2 1

and X2; then Xl is returned. On alternate calls X2 is returned. The
particular version of RN2S, listed on page C-8, has several interesting
features. By setting RNUM and X2 equal to zero ﬁhe random numbers generated by
RN2S are all zero; thus, a particular error model can be made perfect for
checkout purposes. Secondly, use of the limit check value, SIGMA, will ensure
that nominal systems, i.e., errors limited to 10 or 30, will not be multiplied t
large random numbers. If a number larger than SIGMA is chosen, it is thrown

away and a new number is generated. In this manner the shape of the Gaussian

curve is preserved; i.e., no spikes at the end points.



TIrM5
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€D REMARKS AND RESTRICTIONS

‘I. .

2. . €D . .

1. « CD  PROGRAMMER AND DATE .

4, . CD + T. P. KINNEY

5. « TD DOCUMENTATION .

6. . CD - . J. R. BRDUN

7 . CD “QCTORER, 1949

5. . Cb

4. . Cb PURPOSE . .
10. . CD TO GENERATY SAMPLES FROM A UNIFGRM DISTRIBUTION Dt T4C
15. .-Eg INTERVAL ERGM ZERD TO ONE.
i3, « CD USAGE
14. . CD cALL RDMCE, A)

13- & CD

]?. . CD DESCRIPTION OF PARAMETERS

7. . tb

13, . CD INPUT

17, . 0D CALLING SEQUENCE
2u, . Ch I -~ IWTEGER STARTER IS5 INPUT
2. . Cb coMMON
?h ) . NONE
zi. . CD CARD

24 . CD NONE

e . €D TAPE .
25, . CD NONE

el . CD

23 . Ch OUTPUT
29, . CD CALLING SEQUENCE :
39, « D I - RESULT I$ QUTPUT ,
3. « €D | A - NORMALIZED FLOATIMG POINT CINGLE PPICISION NUMJER,
22, ) . cb! UNIFORMLY DISTRIBUTED ON INTERVAL FRuM ZERQ TO O
31, - . CD COMMON ) '

*4, . . CD NONE

33, o * . CD CARD

%, %% . CD . NONE

370 . . tDh PRINT

3n, & . CD NONE

39, - . CD TAPE

00, = . CD NONE

i, : . CD

2 .

. CD I .NE. {0 AND NOTE THAT VALUES DO REPEAT AFTER 2wu3%2

04, Py « CD NUMBERS HAVE BEEN GENERATED AND TIHAT ANY GENERATED VALUE
43, “,ﬁﬁi « LD IS A FUNCTION OF THE NUMBERS USED TOQ INITIALIZE THE

qt B . tp PROCEDURE

47, ' « CD

L8, . CD SUBROUTINES REQUIRED

b7, . €D NONE

S‘.]l L ] CD

51. . CD METHOD - '

Se. S CD THE FIXED POQINT NUMBER I IS MULTIPLICD BY 5%v15 AND THC
53, . (D LEAST SIGNIFICANT 25 @ITS ARE REFAITIVD AND RISLACD THE
£h. s 0D , CONTENTS OF I. THE LEAST SIGNIFICAN: 27 BIf® ARE (- !e
J3e .

co BINED WITH AN EXPONENT AND CONVIRTED 7O A Nud/'ALIECD
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Pt ki ) : pATL 120178 bk

84, . Th FLOATING POINT NUMDER, A, UHICH HAS A UNIFOSM DISTRISUTION
;K. ' gg ON THE INTERVAL FROM AERC TO ONE. :
_r':vj :{:D R T T T T S S T S R )
0. ' NBPR.
A . $¢1), ' :
£, 01 QhONG 12 00 00 13 1 000000  RODM® LM < AQ,%0,811 . PICK UP ARS(I).
.3, punon1 40 01 00 00 Q 000011 0R . AQLCON,,1 . SET BIT ZCERO ¢N.
AW Ohiang 30 00 1 00 O 000N 2 Wl Al,C0N] . . GET NEW RANDOM NUNBECR.
€5. Ouuoys 42 00 02 0D 0 DDGOD13 AND A2, MASE o CLEAR BIT 35.
&0, foonds 01 00 03 13 1 .000000 T 8A A3,%0,311 . STORE. .
&7 Goun0s 10 02 00 00 0 00001 LA . AQ,CON,, 2 . . PICK UP CHARACTERISTIC.
6. JOO0ns6 76 05 00 00 0 000017 LCF A0, 3 . FLOAT.
e, < 900007 01 00 0% 13 1 00001 SA At,*1,811 . ° STORE.
iy, T 00010 74 04 00 13 O 0ODOD3 . J . 3,811 . RETURN
71. - 000011 0001706000001 CON - +0170000001
2 * o 000012 343277244615 - CONY +30517578125
73, 00003 ZFTTIITVIITT MASIK HO37P7 17777777,
4. END
=HD A3ft. ERRORS 3 _N,G'NE
X
3%
x
R
o
Ew
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END OF COMPILATION:
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AR

shentehnttionsen SUBROUTINE ROM IS ENTERED YW:CE IN SUCCESION ON
veligfchokdchdcies ALTERNATE ENTRIES TO RN2S. ROM USES A FIXED POINT
Wtk QANDOM NUMDER TO GENERATE A MORMALIZED FLOATING POINT
bibstienl i RANDOM NUNOER HAVING A UNIFOLM DISTRIGUTION OM THE
Rinkhdedovridiok INTERVAL FRGM ZERO TO ONE. £ NEY VALUE FOR THE TIXED

frd il POINT RANDOM NUMBER IS ALSO GENERMED AT EACH ENIIY TO
el et fedr DM

DOUBLE PRECISION @, SIGHA, X, X1, X2, X2B
THTEGER QRIUM, RNUNM, RNUMY
COMITON/ RANDOM /SIGHA,X2,NSTART, X2B,NSTRTE

1 IF (RNUM.EQ.O) GO TO 40

RNUMT = RNUM
1F (X2) 26,60,20

20 IF(NSTART.EQ. 0) G0 .TG 40 QUSE NON-ZER( X2 AS FIRST R.V.

40 X =

IF (QEUM1 -0RNUMY 60,40,60

X2 = 0.0
60 TO 60

60 CALL RPMCRNUMT,U1)

80

CALL RDM{RNUMT ,U2)
NSTART=1
ORNUM = RNUH1
‘RRUM =
= 6. 28318530?1?95864890 % U2

o

X1 = Dcos(u)

X2 = pSIN(a

§1= nsaax( 2 DO*DLOG(DBLE(U1)))
§2 = Q % xe i
If ( ABS(X) .GT. SIGMA) 60 TO 1
S ~

NO DIrGNOSTICS.
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