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1. INTRODUCTION

The space shuttle represents a pioneering effort
in avionics history. 1Its primary goals are to provide
lTow-cost transportation to and from earth orbit and
to offer a platform for conducting experiments in space.
It wiil also enable deployment and recovery of free flying
or automated satellites. The shuttle complex is controlled
by a Digital Processing Subsystem (DPS)* which consists of
five identical general-purpose digital computers, each
capable of controlling and/or communicating with other
shuttle subsystems such as Main Propulsion; Reaction Corn-
trol; Guidance, Navigation and Control; Flight Instrumanta-
tion. The DPS is intended to satisfy the stringent reli-
ability requirements imposed by the space mission and its
design ensures fTail-safe and fail-soft performance.

Figure 1 shows a block diagram of the space shuttle
avionics system. The five computer systems, GPCl through
GPC 5, comprise the DPS and control the other avionic sub-
systems through twenty-eight data-bus channels. Each GPC
consists of a CPU and an I0OP; the CPU performs mainly com-
putation whereas the IOP is responsible for interfacing the
CPU with the bus channels. The GPCs communicate their status
or mode of computation to each other through signais on 40
input and 32 output IOP discretes [2]. These discretes are
of principal interest to this investigation. An analysis
was conducted to determine the impact a fault on these
discretes may have on system performance in terms of re-
Tiability and fail-safeness. The propagation of hardware
discrete faults into sofiware and applications program logic
was traced and recommendations were developed to curtail the
propagation as soonh as possible and to minimize any adverse
consequences.

The following items were accomplished by W. W. Gaertner
Research, Inc. during its contract with NASA-JSC.

1) Identification and functional description of
I0P discretes.

2) Identification of operating system (FCOS) modules
that use IOP discretes and the manner of usage.

3} Analysis of the effects of faults on IOP discretes
in terms of system degradation (e.g., loss of a
GPC from the redundant set).

4) Determination of the time ihat may elapse before
a fault on IOP discretes is detected.

5) Recommendations to prevent/detect faults on IOP
discretes and suggestions for future research.

* A List of Acronyms is attached to this report.
1
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The organization of the report is as follows.
Chapter 2 is exclusively devoted to item {1). Items (2),
(3) and (4) are treated in detail in Chapter 3. Chapter
4 discusses probabilistic aspects of IOP discrete fault
occurrences and presents an assessment of system Tailure
rate. In Chapter 5 methods of prevention/detection of
I0P discretes faults and recommendations are made that
may be incavporated into system hardware/software to im-
prove mission reljability. Chapter 6 presents methods
of recovering GPCs Tost because of non-synchronization
during OFT phase. This chapter also discusses alterna-
tive approaches to the design of redundant avionic com-
puter systems and future work.

The qnitial phase of this Contract was monitored by
Mr. Curtis D. Warnick and the final phase by Mr. Allen E.
Brandli, both of NASA-JSC, Houston, Texas. They were ex-
tremely helpful in procuring technical documents on the
space shuttle and arranging conferences with appropriate
technical personnel. Discussions with the following
individuals were beneficial in gaining insight inte the
space shuttle data processing: Messrs. Charles Floyd,
Sam Ankney and Ed Dalke of NASA-JSC; and Jerry Johnson
and Vic Harrison of Rockwell International Space Division.
This report was prepared with the assistance of Mona G.
Adams, Marilyn B. Kommritz and Marianne P. Gaerther.
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2. FUNCTIONAL DESCR:PTION OF IOP DISCRETES

In this chapter each IOP discrete is identified in
terms of the Tabel of specification used in System Level
Description, Hardware, CPDS, Volume 1, Book 1 [3] and the
I0OP pin numbers used in the actual hardware construction
of the I0Ps [4]1. This allows traceability of IOP discretes
from their functional specifications to their physical Toca-
tions, a feature useful for trouble-shooting and design al-
terations. Then the function for which each IOP discrete is
intended is describad. This functional description gives an
overview of the important and critical role played by the
discretes in the overall data and control management.

The I0P discretes of a GPC serve one of the following
functions:

(a) Local control and status indication of the GPC,

(b) Synchronization status communication to other
GPCs, and

(¢} Redundancy management.

The discretes that perform .function (a) issue commands such
as halt, standby, run and IPL initiate and indicate the mode
of the GPC, e.g., halt, standby and IPL-in-progress. The
discretes 3551gned to function (b} are vital to synchronous
performance of the GPCs. They indicate whether a particular
GPC is in a redundant set and enable synchronization of GPCs
after I/0 transactions, supervisory calls and timer interrupts.:
Discretes that perform {c) are used to indicate the assessment
of each GPC regard1ng the functional behavicr of other GPCs.
Voting logic is incorporated in these discretes to decide
whether a particular GPC is functioning correctly.

As may be noted, discretes performing {(b) and (c) are

not needed if the GPC is intended to be operated alone as

a backup flight control system. Accordingly the discretes
for GPC 5 are wired differently from the others. 1In Table

1 I0P dijscretes are shown for GPCs 1 to 4 with their labels,
pin numbers, functional identifications, sources and destina-
tions. Table 2 shows the discretes for GPC 5.

ottt Bt o




LABEL

IOP PINS

D030
DI32
DI33
D134

DRIO3
DRIDG
DRIOS
DRO0OO
DROO7
DROOS
DROQS

- Di2o

Dizl
Dl22
DI24
DIZ5
DI26
DI28
DIZ29
DI30
D020
po24
D028

pDO07
D00S
D031
pDIoo
DIOL
DI02
DI03
DI04
DIC5
DIiz
DI13
EXCIT
)

bolz
D013
DID6
DIQY

DI11

J3-57,58
J3-74,75

43-116,123
J3-107,122

J6-36,37
d5-35,47
Jd5-33,34
J5-46,58
J5"'4’4345
J5-42,43
Jb-40,41

J3-80,91

d3-92,104

J3-103,114
J3-113,121
J3-112,128
J3-101,111
Jd3-119,126
J3-99,109

Jd3-118,1256

J3-43,44
J3-34,35
J3-46,47

J3-36,48
Jd3-25,37
J3-67,68
Jb-1,2
Jd5-3,4
J5-5,6
Jd5-7,7+4
J5-8,9
Js-logll
J5-25,26
45-27,28
J3-110

J3-100

J3-8,16

Jd3-17,27
Jb-12,13
Jh-15,16

95-23,24

FUNCTION

IDENTIFICATION

GPC ID source
GPC ID bit 0 (binary 1)
GPC ID bit 1 (binary 2)
GPC ID bit 2 (binary 4)

REDUNDANCY MANAGEMENT
GPC N+1 fail vote in
GPC N+2 Tail voie in
GPC N+3 fail vote in

- GPC fail indicator

GPC N+1 fail vote out
GPC N+2 fail vote out
GPC N+3 fail vote out
SYNCHRONIZATION -
GPC N+1 sync bit
GPC N+2 sync bit
GPC N+3 sync bit
GPC N+1 sync bit
GPC N+2 sync bit
GPC N+3 sync bit
GPC N+1 sync bhit
GPC N+2 sync bit
GPC N+3 sync bit
GPC N sync bit
GPC N sync hit
GPC N sync bit
CONTROLS AND INDICATORS
I1/0 active indicator
GPC ready indicator
aPC IPL indicator
GPC halt command
GPC standby command
GPC run command
GPC IPL activate command
MM1 IPL select command
MM2 IPL select command
I/0 terminate command A

WM WWWRNMNMNEL R

1/0 terminate command B, BFCS

+ 5 volts
Signal return
MASS MEMORY
MML1 reset
MM2 reset
MML1 ready
MM2 ready
BFCS
BFCS engage command

FROM/TO

1/0
output IQP N
input I0P N
input IOP N
input IOP N
input TIUOP H+1
input I0P N+2
~ input IOP N+3
output  panels
output I0P N+1
output I0P N+2
output I0P N+3
input IOP N+1
input I0P N+2
input  I0P N+3
input TI0P N+1
input IOP N+2
input I0P N+3
input TIO0OP N+1
input TI0P N+2
input I0P N+3
output 3 I0Ps
output 3 IO0OPs
output 3 IOPs
putput panel
output panel
putput  panel
input panel
input panel
input panel
input panel
input panel
input panel
input panel
input panel
oputput panels
output panels
output MM1
output MM2
input MM1
input MM2
input BFCS

Table 1. I0P Discretes for GPC N (Orbiter 101, GPC 1-4)

Note: GPC N+i indicates GPC N+i (mod 4)

5



LABEL

TOP PINS FUNCTION IDENTIFICATIGN I/0  FROM/TO

: D030 J3-57,58 GPC ID source output I0P 5
; DI32 J3-74,75 GPC ID bit 0 (binary 1) input I0P 5
: DI33 J3-116,123 GPC ID bit 1 (binary 2) input 1I0P 5
: DI34 J3-107,122 GPC ID bit 2 (binary 4) input IOP 5
. REDUNDANCY MANAGEMENT : :
: DROOO J5-46,58 GPC fail indicator OUtput panels
: ' CONTROLS AND INDICATORS R
i D009 43-25,37 GPC ready indicator output panel
| pIoo0 dJ5-1,2 GPC halt command input  panel
3 DIOT J5-3,4 GPC standby command input  panel
| DI02 J5-5,6 GPC run command input - -panel =
' EXCIT 03-110 + 5 volts output = panels
% S J3-100 Signal return output panels
! BFCS
% DI13 J5-27.28 ' 1/0 terminate command B inverse input BFCS
: .DI11L J5-23,24 BFCS engage command input BFCS
: DI15 J3-66,67 BFCS engage command input BFCS
! DIi6 J3-88,89 BFCS engage command input BFCS

o008 J3-61,62 BFCS fail output BFCS

Table 2. I0P Discretes (Orbiter 101, GPC 5)
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In the foilowing, the primary function of each discrete

is described in detail.
used to clarify its role.

2.1 Identification Discretes

The above functional classification is

Each computer contains three ID discrete inputs, which are
used to allow the computer to determine the position in which it

has been installed.

The 3-bit binary code which identifies each

computer position is formed by wiring the constant differential
output of the ID Source Tine driver to each ID input bit with

the appropriate potarity. , For example, the computer in Forward
Avionics Bay III is GPC 3, so the connector for IOP J3 at that

position must have ID bits 0 and 1 wired directly to the ID Source

and ID bit 2 wired to the ID Source with inverted polarity. The
connections between the ID Source differential output and the
three ID differential inputs are as fTollows [4]:

LOCATION COMPUTER
Furward Avionics GPC 1
Bay I GPC 4
Forward Avionics GPC 2
Bay I1I GPC 5
Forward Avionics GPC 3

Bay III

ID BIT 2 ID BIT 1  ID BIT O
inverted inverted direct
direct inverted inverted
inverted direct inverted
direct inverted direct
inverted direct direct

The 4ddentification discretes serve function (a) and are

In this routine
the GPC number is read from the discretes and stored in internal
software tahles {Compool and CVT) and thereafter these tables
The identifica-
tion numbers are used to select the prime computer system as
well as to track the GPCs that failed to synchronize in a re-

primarily used in the initialization routine.

are consulted for GPC identification numbers.

dundant set.

2.2 Redundancy Management Discretes

Three input and four output discretes are assigned to the

redundancy management function.

discretes (DR0O07, 08,
to indicate failure votes

Signals on three of the output
09) are issued from one GPC to other GPCs
A failure vote is issued under soft-

ware control by one GPC to ancther when there is a mismatch be-

tween their computed results.
is a GPC fail indicator.

The fourth output discrete (DROODO)
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It indicates that the GPC. has detected a BITE self-test
failure or has been voted out of the GPC voiing set. The
signal is automatically issued upon IOP hardware detection
of two or more failure votes from other I0OPs of the voting
set, expiration of the watchdog timer, or detection of GPC
self-test failure (providing these functions have been enabled
or initiated by GPC software). It should be noted that the CPU
i not reset upon GPC/IOP faiiure determination, and CPU instruc-
tion execution is sti11 possible after a GPC failure. The I0P
hardware reset of all GPC outputs, however, prevents the GPC
from participating in the control of the Space Shuttle vehicle.

The GPC fail indicator output signal from each GPC termi-

" nates at two units: a 5-by-5 computer (failure) status display

matrix, and the caution/warning electronics unit. In addition,
at the 5-by-5 display, the GPC fail indicators are amplifiad
and sent to operational instrumentation where they are sampled
for downlink transmission.

The caution/warning electronics unit accepts the GPC fail
indicator signals and retransmits them to a caution/warning
status display (120 indicators). The GPC fail indicator sig-
nal from each GPC may be monitored at this display. The elec-
tronic unit also transmits the logical OR of all five GPC fail
indicator signals to the caution/warning annunciator display
where a single light is turned on. When this signal is issued,
it is accompanied by an audible alarm that remains on until
manually reset from either of two master alarm reset switches
Tocated at the forward station.

The 5-by-5 computer (failure) status display is driven by
all five redundancy management output signals from each IOP (four
failure votes and one failed condition). Since there are five
GPCs, there are a total of 25 indicators. The GPC fail indicator
for a given GPC T1ies along the matrix diagonal from the upper Teft
to the Jower right. A1l other indicators represent fail votes.
The 5-by-5 display matrix allows visual observation of the fail-
ure status of all five GPCs [2].

The redundancy management function is invoked after every
SSIP cycle at forty millisecond intervais. The GPCs transfer
data to each other on Inter-Computer Communication (ICC) bus
units so that they can compare and vote on each other.

REPRODUCISILITY OF THB
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2.3 Synchronization Discretes

These discretes convey the status of GPCs to each
other so that they can be run in synchrony. Each GPC
has three output discretes which indicate its synchroniza-
tion status. Tabie 3 gives the synchronization codes used
in the space shuttle compiex. Logic Os on all the output
discretes indicate that the GPC 1s not operat1ve and does
not participate in computation or control. The I/0 codes -
(010 and 011) indicate that the GPC comp1eted its I/0
transactions with or without encountering errors in data
transmission. The timer and SYC interrupts indicate that

- the GPC was 1nterrupted by a time-out indication from one

of its timers and by supervisory call from an appiication

or FCOS program respectively. SSIP synchronization code

is used to synchronize the -GPCs 1n the common set.-at every .-
SSIP cycle. Logic 1s on the output discretes indicate '
that the GPC is either running or expecting other GPCs to
synchronize.

The syncuronization discretes are used quite often
(at rates of approximately 300 times/sec) and the manner in
which they are used depends to a large extent on the app11—
cation programmer.

SYNCHRONIZATION CODES [5]

Number Binary Meaning

0 000 _ Halt/0ff/Failed
1 - 001 Spare
2 010 I/O Complete, with error (IPR)
3 011 ~ I1/0 Complete, no error (I0C)
4 100 SSIP sync {(common set)
5 101 Timer Interrupt
b 110 SYC Interrupt
7 111 Null/Run
Table 3
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2.4 Cohtrd]'and Indicator Discretes

These discretes are primarily used to control and indicate
the status of the GPC they are associated with. They perform
function {(a) and play a critical part in interfacing the GPC
and the crew.

2.4.1 GPC Halt/Standby/Run Command Discretes

These discretes are controlled by a three-position trggle
mode switch from Cockpit Panel 07. A separate switch is pro-
vided for each GPC. ¢

Each switch provides three input signals (Halt, Standby.
or Run) to the respective discrete. The three signals are
interlocked in I0P hardware logic so that only one switch
state is possible regardiess of any switch bounce that is en-
countered. For example, when the switch is moved from one
position to another, the switch leaves the first position,
encounters an open-circuit, and then makes contact at the
second position. During the open-circuit transition, the
previous switch state is maintained in hardware Tatches 1in
the I0P. Open-circuit signals do not change the state of
these latches.

When the switch completes the open-circuit transition
and finally makes contact at the next position, the new state
is detected and stored by the interiocked latches. At this
point, should switch bounce be encountered, producing momentary
open-circuit conditions, the hardware Tatches guarantee that
the switch state just established will be vetained. The I0P
Togic thus guards against switch bounce.

When the Halt Command discrete is set, an automatic reset
of both the CPU and I0P is caused. In this reset state, normal
macro instructions cannot be executed in the CPU and I0P:; how-
ever the GPC can support IPL, and Halt 1s the only state in
which IPL can be performed.

When the Standby discrete is set, the GPC is able %o
operate in an off-line mode, not synchronized to other GPCs.
The Standby mode is identical to the Run mode except that it
does not completely utilize the memory and configuration
tables. 1In the Standby mode, application programs can be
run, thus making it possible to test and diagnose system opera-
tion. The GPC in Standby mode has less priority than a GPC 1in
Run more in order te prevent I0OP bus contentions when one or
more GPCs are in Standby [6].

10
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The Run mode is used during normal GPC operations.
However, this mode can be overridden by software in
which case the GPC Ready Talkback indicator wiill in-
dicate barberpole rather than gray.

2.4.2 GPC Ready Indicator Discrete

This discrete drives a barberpole/gray flag indicator
to indicate the GPC status. When ihe discrete bit (D009)
is set true, the indicater is driven to the gray position
to indicate that the GPC is ready for normal processing.
The IPL discrete can alsoc drive this indicator to gray
when IPL is 1in progress. ‘The GPC 5 Ready indicator for
ALT phase indicates that backup flight control capability
is resident and can be processed by engaging BFCS switch.

When the discrete bit.is false, the indicator is driven
to barberpole to indicate that the GPC is not ready. This
indication is present when the GPC detects a hardware or
software error. Some of the hardware detected errors are
I0P timing fault, power supply fajlure/off, and parity
errors within the CPU. Also a Halt mode and Command can
cause this 1indication.

2.4.3 GPC IPL and IPL Activate Discretes

The GPC IPL discrete when true indicates that the GPC
is performing IPL. The IPL Activate discrete is driven by
a momentary pushbutton switch on the cockpit panel. Depres-
sion of the switch sets the IPL Activate discrete true and
causes IPL to be performed. The IPL discrete as mentioned
before will drive the Ready talkback indicator gray to indi-
cate IPL-in-progress. The IPL Activate command will be
effective only when the GPC is in a Halt state.

2.4.4 1/0 Active Indicator Discrete

This discrete indicates the status of the GPC as to
whether it can perform I/0 on its data buses. A true out-
put indicates that the GPC is ready to perform I/0 afteyr GPC
initialization whereas a false output indicates ejther that
the GPC is powered off or that the GPC, though powered on,
is unable to perform I/0 because of its IOP reset state or
non completion of GPC initialization.

11




2.4.5 1/0 Terminate Command Discretes

There are two discretes assigned for I/0 terminate
function. The I/0 Terminate Command A discrete is de-
rived from one pole of a double-pole cutput terminate
switch on Panel 07. (The other pole issues the IQP
Terminate Command B discrete). This Command causes
immediate disable of four MIA transmitters for buses
FC 1 through FC 4. The discrete input is always accom-
panied by the IOP Terminate Command B discrete.

The I0P Terminate Command B discrete is controiled
by the second pole of the output terminate switch and
when this command is received, eight MIA transmitters
are immediately disabled to halt data transmission over
flight-critical buses FC 5 through FC 8, payload buses
PL 1 and PL 2 and Taunch data buses LDB 1 and LDBR 2.
The Backup Flight Control (BFC) switches on panels F 2
and F 4 also control the I0P Terminate Command B discrete.

2.4.6 MM IPL Select Command Discretes

These discretes specify which Mass Memory unit has
been selected for IPL operation of the GPC.

2.5 Mass Memory Discretes

Each Mass Memory generates a ready signal and controls
the state of the MM Ready discrete of each GPC. A ready sig-
nal, when enabled, indicates to the GPC that the MM is in
the standby mode and is capable of accepting commands. If
not enabled, it indicates that either the MM primary power
is off or that the MM is performing an operation. In the
latter case, i1t will stay in the not-ready state until the
operation being performed is complete.

Reset discrete signals, one from each GPC, can inter-
rupt the operation of the Mass Memory unit. When interrupted
by the reset signal, the MM will halt its cperation at the
end of the current data block, stop the tape in the next
subfile, and write protect all tracks. UWhen these opera-
tions are completed, the ready signal is enabled to the
GPCs. If the MM is already in the ready state, no action
will occur as a result of the reset.

2.6 Backup Flight Control System Engage Command Discrete

When this discrete is true, it means that the BFC En-
gage switch on panels F 2 or F 4 is on and that the flight
control is to be transferred from the Primary to the Backup
Control System. When the discrete is false, it indicates
that the BFC Engage switch is in 'off' position and that

12



flight control 1s handled by the Primary system.
2.7 Discretes of GPC 5, the Backup System

GPC 5 is used for the Backup Flight Control System
{BFCS). The BFCS can be engaged by pressing one of the
two BFC Engage switches. When one of these switches fis
pushed, the BFCS Control Unit sends the I/0 Terminate
Command B to all of the computers. However, the polarity
6f this signal is reversed for GPC 5, with the result
that GPCs 1-4 have their flight-critical outputs disabled,
and GPC 5 has 1its .outputs enabled, when a BFC switch is
pushed. BFC Engage indicators, Tocated in the BFC switches,
are controlled by MDM FF5.

The discrete signals for GPC 5 are listed in Table 2.
(Since GPC 5 is not used in conjunction with the other four
computers, there are no Fail Votes or synchronization sig-
nals to or from GPC 5)}. In addition to the Fail Votes and
synchronization signals, several other discrete control sig-
nals are not used in GPC 5. No I/0 Terminate switch exists
for GPC 5, so the I/0 Terminate Command A discrete input is
not used. Since the BFCS does not use the Mass Memories,
there are no Mass Memory Ready, Reset, or IPL Select signals

connected to GPC 5; there is no IPL Activate switch/indicator

and, therefore, the corresponding discrete signals are not
used. The functions of the remaining discrete signals are
as previousiy described.
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3. PRIMARY AND SECONDARY EFFECTS OF FAULTS ON DISCRETES

In this Chapter the primary and secondary effects of
taults an the I0OP discretes are discussed. First the Fiight
Computer Operating System (FCOS) modules that use these dis-~
cretes and the manner of their usage are identified. This
enables one to trace the propagation of errors from hard-
ware to software. Secondly, each of these FCOS modules is
analyzed to determine the effects of misinterpretation of
the Togic Tevels on the discretes due to single bit errors.
This information will be useful in recovering GPCs that are
Tost due to discrete failures either in the OFT or post-mis-
sion phase. It is alsc useful for modifying software moduies
so that the impact of discrete failures on system performance
is minimized. Thirdly, the impact of each discrete failure
on the total system is described. This will give an assess-
ment of the relative criticality of each discrete. Finally.
the minimum time before the detection of a discrete failure
is estimated and suggestions are made to further reduce this
time.

The FCOS is a set of code blocks which manages the DPS
computer hardware compiex and allocates its resources to all
OFP functions. It is responsible for the control services
and allocation of computer resources, as well as the super-
vision of all computing processes in the OFP. It also pro=~
vides & number of service functions, such as input/output,
interrupt supervision and time/event services. The FCOS is
a tool used by the application programmer and, when taken by
itself, does not provide a mission software design. The FCOS
does not partition or specify how software functions are di-
vided between computers or within a computer. The FCOS does,
however, provide the structure for controliling individual soft-
ware functions to meet individual mission requirvements [6].

Thus the FCOS serves as the interface between the hardware
and the appiication programmer and represents the first stage
in Control transition from hardware to software. Some of the
FCOS modules interpret and act on the Togic signals they read
on the discretes. The flow-charts of these modules are shown
in §igures 3-1 to 3-22. (They are extracted from Refazrence
[51).

The modules that issue commands which cause Togic Tevel
transitions on the discrete lines are analyzed to determine
the effects of single-bit discrete errors. The flow-charts of
these modules are shown in Figures 3-~23 to 3-31. They indicate
the correct commands to be issued (shown enclosed by double lines)
as well as the incorrect commands that may be issued due to a
single discrete failure (shown enciosed by a single line). Thus
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in the flow-chart of the Timer Queue Element Expiration
{FPMIHPC2) module, at the beginning instead of issuing the
NL/RN synchronization command, the module may issue I0C,
TIMER or SVC synchronization commands. Table 4 summarizes
the effects of single discrete errors on the FCOS modules
by 1isting each module that uses/issues discretes along
with the manner of invocation of the module and the dis-
cretes (identified by their Tabels and pin numbers) that
the module uses/issues. It aiso Tists the possible mis-

“interpretation of discretes due to single bit discrete

grrors.

i

In the following, each discrete is considered individu-
ally to analyze its precise role in the DPS and how its
failure can affect the system performance. The discussion
will be qualitative and establish the relative criticality
of each discrete. The discrete is analyzed by 1isting the
FCOS modules it is used in, describing qualitatively the
manner in which the discrete is used in software logic, and
depicting consequences that may ensue because of the discrete
failure. In addition, an estimate is given of the time that
may elapse bhefore the failure is detected.

3.1 Identification Discrete Fajlures

These discretes are used by the following software
modules directly or indirectly:

Module Page No. [5] Usage
FIOMMRLY 3.2-61, Part 1 Indirect
FCMLINIT 3.3-11, Part 1 Direct
FCMDSSTR 3.3074, Part 1 Indirect
FCMRELST 3.3-75, Part 1 Iindirect
FCMENSTR 3.3-77, Part 1 Indirect
FCMSATCHN 3.3-81, Part 1 Indirect
FCMSFAIL 3.3-89, Part 1 Indirect

2 Indirect

ARC_GPC RECONFIG 3.2-19, Part

The hardware discretes are read directly by the One
Time Initialization Routine, FCMLINIT, and the identifica-
tion number of the GPC is stored in COMPOOL and CVT. There-
after, the identification number is fetched whenever needed
from these two tables. This number is used in software
mostly to select the prime GPC among the Redundant Set. At
hardware Tevel, the identification number is used to assign
proper control of data buses to the GPC. For example, the
five ICC buses, each dedicated to one GPC, are physically
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PAGE
REF. NO. 5

1-3,1-49

MODULE

FPMIHPC2 HARDWARE VIA

SEQ
OF
INVOCATION  USE DISCRETES LABEL PIN NUM, LOG INPUT  DISCRETES
OR USED VAL FROM ISSUED
15~
SUE
po2p
1 NULL SYNC D025
D028
0029
2 SSIP SYNC Do2y
' Do28
PSW SWAP FROM Do20
2 NONE N/A N/A  NFA N/A TIMER SYNC D024
PROG, CNTR., 2 po23
INTERRUPT
po2p
I0C SYNC D024
3 Do28
D020
3 Doy
po28
Table 4. List of discretes used/issued by the FCOS modules

DR e e e AR - &,

A ) : “y

LABEL PIN NUM LOG OUTPUT

VAL 70O

U343, 44
J3-34,35

'U3-u6, 47

J3-43, 4l
J3-54,35
J3-46,47
OR
J3-43, 45
JU3-34,33
J3-46, 47

J3-43, 04
J3-34,35
J3-46,47
QR
JS-'I3, ‘l‘li
J3-34,35
J3-46,47

BRI

.

3 10PS

[

0 3 IOPS

3 10P3

O

3 I0OPS

D s

-3 10PS

(=R ~]

"

SINGLE BIT
ERRORS

W12l CAUSE
DISCRETES

TO BE INTER=~
PRETED AS

SPARE
IPR SYNC
S5IP SYNC

TIMER SYNC
5VC SYNC
HLT/OFF/FL

SSIP S5YNC
NULL/RUN
SPARE

IPR SYNC
SPARE
NULL/RUN *

10C SYNC
HLT/OFF/FL
5VC SYNC

A T A PR B VI S PGS LD T T R T S T s e Tt te et



PAGE
REF. NO. 5

‘1-3,2~1247

8¥

1-3.2-3k4
1-3.2-37

1-3,2-3¢9

1-3,2-43

MODULE

FIOCMPLT

TNVOCATION

SOFTWARE GE-

NERATED HARD~ -

YWARE I0FP IRPT.

CALL FROM

- FIDERRLC

FIOBCERR

FIOMSCTO

FIOCTORE

FIOCMPLT OR
FIOMMMGR

EXECUTED FROM'

FIOERRLC

EXECUTED FROM

FIDERRLLC

3EQ
aF
USE DISCRETES
oR USED
15~
SUE
1
NONE
2
1 NONE
1 NONE
1 NONE -
1 STANDBY

'EXECUTED FROM

FIOBCERR OR - -2 TERMINATE

FIOMSCTO

D100

LABEL PIN NuM.

N/A HIA
N/A N/A -
N/A N/A
N/A NIA

D101 J5-3,4
J5-1,2

LOG

VAL

N/A

N/A

N/A

S
1

3 BFCS ENGAGE DI11 J5-23,24 1

INPUT

FROM

CONFA

«. NIA
N/A

N/A

PANEL
PANEL
PANEL

IPR SYNC

DISCRETES
155UED

NULL SYNC

10C SYNC ©

IDC SYNC

IPR SYNC

HONE

LABEL.

' Doz

bo2hL

. D023

ozl
Do2k
DOZ8

ale A1)
po24
D28

" Dozo

Do2h
Doza

Duzd

Do2h
Da28

N/A

Tabie 4 (dqntinued};?-List of discretes used/issued by the FCOS moduleas

. SINGLE BIT

PIN NUM LODG OUTPUT

J3-43, 44
U334, 35
J3-kG, iy

J3-83, bl
J3=34,35
J3~b6, 47

J3-h3; 4L
J3-34,35
J3-16, 47

J3-43, 41
J3-34,35

J3-6, 7

J3-43, L
J3-3k,35
J3-4E, 47

N/A

VAL

e

E = L

(=N =]

N/A

=N

w

TO

I10PS

10P5

10PS
1005

10PS

N/A

s

ERRORS

WILL CAUSE
DISCRETES
70 BE INTER-
PRETED AS

SPARE -
IPR SYNC
55IP SYNC

IPR SYNC
SPARE -
NULL/RUN

“1IPR 5YNC
SPARE
NULL/RUN

10C SYNC
HLT/OEF/FL
SVC SYNC

10C SYNC

HLT/QFF/FL
SVC SYNC

N/A

T T e S e e
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PAGE
REF. NO. 5

1-3.2~-52

1-3.2-54

1-3.2-59

1-3.2-80

1-3.3-11

MODULE

EIOMMSTR

FIOMMTMR

FTOHLTMM

FIOMSFD

FCMINMMR

FCMLINIT

INVOCATION

5EQ
OF
USE
OR

‘15—

SUE

1
EXECUTED FROM 1
FTOMMPTI

2

2

1
EXECUTED FROM 1
FIOMMMGR

2

2
CALL FROM
FPMSVC 1

1
CALL FROM 1
FCHMSVYC OR 1
FCMFDI 1

1

EXECUTED FROM
FCMINSSL

EXECUTED FROM
FCMINSSL

Table & {(continued).

[

[

DI

MMl
MM2

MMl
MM2

MM1
M2

MM1
MM2

MML
MM2

GPC
GPC
GPC

SCRETES LABEL

USED

READY  DID6
READY  DIO7
1PL SEL DION
IPL SEL DIDS
READY  DID6
READY  DID7
IPL SEL DIOY
IPL SEL D103
NOME  N/A
‘NONE  N/A
READY D106
READY  DIO7
1D BITD DI32Z

1D BIT1 DI33
1D BIT2 DI3h

PIN NUM,

J5-12,13
J§-15,16

J5-8,9
J5-10,11

d5~12;13
J5-15,16

J5-8,3
J5-10,11

N/A

N/A

J5-12,13
J5-15,16

J3-74,75

J3-116,123
J3-107,122

LOG
VAL

" s ) ey A

3 )

N/A

N/A

" g

LU ICIUIE )

INPUT
FROM

MM
MM2

PANEL
PANEL

MM1
mMM2

PANEL
PANEL

N/A

N/A

MM1
MM2

10F N
I0P N
10P N

IS

MM1
MM2

N+l

N+2
N+3
GPC

S5UED

NONE

NONE

RESET
RESET

FAIL
FATL

FAIL
FAIL

NONE

NONE

DISCRETES LABEL .~ PIN NUM

N/A N/A

N/A N/A

D012 J3-3,16
b013  J3-17,27

DROO7 J5-4l, 45
DRO0S J5-L2, k3
DROOY J5-00, 41
DROGD J5-Hkb, 58

N/A N/A

N/A N/A

List of discretes used/issued by the FCOS modules

VAL

N/A

N/A

)

LR I Rt ]

N/A

SINGLE 817
: ERRDRS"
LOG DUTPUT WILL CAUSE
TO  DISCRETES
© TO BE INTER-
PRETED AS
N/A N/A
N/A N/A
MMl CONTINUE
MM2 CONTINUE
10P N+l NOT FAILED
IOF N+2 NOT FAILED
I0P N33 NOT FATLED
PANEL - NOT FAILED
N/A N/A
N/A N/A

N/A
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SEQ 3INGLE BIT

OF ZRRORS
PAGE MODULE  INVOCATIOM USE DISCRETES LABEL PIN NUM. LOG  INPUT DiSCRETES LABEL PIN NUM 106 OUTPUT WILL CAUSE
REE. NO. 5 OR USED VAL  FROM ISSUED VAL TO DISCRETES
i5- 70 BE INTER-
SUE PRETED AS

POWER ON WITH
1-3.3-17 FCMPINIT MODE SWITCH IN 1 STANDBY DIl J5-3,4 1 PANEL NONE N/A N/A  N/A N/A N/A
RUN OR STDBY

1 GPC N+1 SB1 D120 J3-B0,91 2 10P N+l -
1 GPC N+2 SBY DI21 J3-92,104 ? [OP N+2 .

wn 1 GPC N+3 SB1 DI22 J3-103,1147 710P N+3

o 1 GPC N+1 SBZ DI24% J3-113,1217 1OP N+l

1-3,3-23 FCMASYNC FPMSVYC CALL 1 GPC N+2 5BZ DI25 J3-112,1282 10P N+2 MANE N/A N/A N/A N/A N/A
1 GPC N+3 SB2 DI26 J3-101,11127 1I0P N+3
1 GPRC N+l SB3 DIZ28  J3-1319,1262 10P N:l
1 GPC N+2 SB3 DI2Z9 J3-99,109 ? 10P N+2
1 GPC N+3 SB3 DI30 J3-118,1252 10P N3
1 GPC N+1 SB1 DI20 J3-80,91 2 1OP Nl
1 GPC N+2 5B1 DIZ21 J3-92,104 2 [I0P N+2
1 @PC N+3 SB1 DIZ2 J3-103,1142 1I0P N+3
1 GPC N+l SB2 DIZ24 J3-113,1217 10P N+l
1 GPC N+2 5B2 D125 J3-112,1287 10P N+2
1 GPC N+3 SBZ DI26 uJ3-101,1117 1IOP N+3
1-3.3-25 FCMCSYNC FPMIHPC2 CALL 1 &PC N+l SB3 DI2B J3%-119,1262 10P N+l

1 GPC N+2 SB3 D129 J3-99,109 ? IOP N+2
1 GPC N+3 SB3 DI30 J3-118,1252 IOP N33
2 GPC N SBl D020 J43-43,44% 1 3 TOPS SPARE
2 GPC N SB2 DO24  J3-34,35 1 3 IOPS TPR SYNC
2 GPC N SB3 D028  J3-46,47 1 3 IOPS SSIP SYNC

Table 4 (continued}. List of discretes used/issued by the FCOS moduies
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PAGE
REF. NO.

1-3.3-29

3EQ
aF

MODULE INVOCATION USE DISCRETES LABEL PIN NUM. LOG
5 OR USED VAL
15~
SUE
1 GPC N+1 SBi pI20 .3-80,91 7
1 GPC N+2 SB1 DI21 uJ3-92,104 %
1 GPC 43 SB1 DI22 J3-103,1147
1 GPC N+1 §B2 Di2t J3-113,1217
1 GPC N+2 SB2 DI25 J3-112,118?
CALL FROM 1 GPC N+3 SB2 Di26 J5-101,111?
FCMISYNC FIOCMPLT OR 1 GPC N+1 SB3 DI28 J3-119,1267
FIOMMMGR 1 GPC N+2 5B3 DIZ29 J3-99,109 ?
1 GPC N+3 5B3 DIZD J3-118,125°%
2
2
2

Table 4 {continued).

INPUT
FROM

10P
I0P
10P
10P
10P
ior
10P
0P
10P

N+1
N2
N+3
N+1
N+2
N+3
N+1
N+2
N+3

List of discretes used/issued hy the FCOS modules

SINGLE BIT
ERRORS
DISCRETES LABEL FIN NUM LOG OUTPUT WILL CAUSE
ISSUED VAL  T0  DISCRETES
TO BE INTER-
SRETED AS
1
GPC N SB!  DO20 J3~43,4% 1 3 JOPS SPARE
GPC N SB2 D024  ¢3-34,35 1 3 IOPS IPR SYNC
GPC M SB3 DO2B J3-46,47 1 3 10PS SSIP SYNC
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SEQ SINGLE BIT

orF ERRORS
PAGE MODULE INVOCATION USE DISCRETES LABEL PINM NUM. LOG INPUT DISCRETES LABEL PIN MUM LOG QUTPUT WILL CAUSE
REF. NO. 35 OR USED VAL FROM ISSUED VAL TO DISCRETES
IS- TO BE INTER-
S5UE PRETED AS
1 D020 J3-43,44 O NULL/RUN
1 SVC SYNC Do2%  J3-34,35 1 3 IOPS SSIP SYNC
I D028  J3-G46,47 1 IPR SYNC
2 GPC N+l SB1 DI20 J3-80,51 2 1I0P N+l , -
2 GPC N+2 SBl BIZ1 J3-92,104 ¢ I0P N+2
el CALL FROM 2 GPC N+3 SBl1 DI22 J3-103,1i4? 0P N3
n SEVERAL MODS. 2 GPC N+1 582 DI2% J3-113,1217 TOP N+l
1-3,3-35 FCMSSYNC LISTED IN 2 GPC N+2 5B2 DI25 J3-112,1287 10P N+2
REF.52,3.3-28 2 GPC N+3 SB2 D126 J3-101,111? 1I0P N+3
FCas 2 GPC N+1 sB3 DI2B J3-119,1267 IOP N+1
2 GPC N+2 583 D129 J3-99,109 ? IOP N+2
2 GPT N+3 SB3 DI30 J3-118,1257 0P N+3 -
3 GPC W 581 D020 J3-43,46 1 3 IOPS SPARE
3 GPC N SB2 ba24 J3-34,35 1 3 IOPS 1IPR SYNC
3 GPC N 5B3 D028 J3-46.47 1 3 IOPS SSIP SYNC

Tahle 4 (continued), List of discretes used/issued by the FCOS moduies

{

¥,

e L T e T e A T T T T R g e e 0 T L T O DN SR S — : -

(AN . N



P L
SEQ SINGLE BIT
OF ERRORS
PAGE MODULE  INVOCATION USE DISCRETES LABEL PIN NUM. LOG  INPUT DISCRETES LABEL PIN NUM LOG OUTPUT WiLL CAUSE
REF, KO, 5 OR USED VAL  FROM ISSUED VAL TO DISCRETES
* 15~ TO BE INTER-
SUE PRETED AS
1 GPC N+1 SBI DI20 J3-80,91 ¢ 10P M+l
1 GPC N+2 SBL DIZ1 J3-92,104 ? IOP N42
1 &PC N+3 SBI DI22 J3-103,1147 T10P N+3
1 GPC N+1 SBZ DI2h J3-113,121% 1OP N+l
1 GPC N+2 SB2 DI25% J3-112,12B8% I0P N+2
1 GPC N+3 SB2 DI26 uJ3-101,1112 IOP N+3
1-3,3-37 FCMTSYNC FPMIHPG2 CALL 1 GPC N+1 SB3 DI28 J3-119,1262 0P N+l
1 GPC N+2 SB3 DI20 J3-99,109 7 10P N+2 -
1 GPC N+3 5B3 DI30 J3~118,1257 10P N+3 )
o 2 GPC N S81 D020 J3-43,4 1 3 [OPS SPARE
w 2 GPC N 5B2 DO24% J3-34,35 1 3 IOPS IPR SYNC
2 GPC N SB3 DO2B J3~46,47 1 3 IOPS SSIP SYNC
1-3.3-3% FCMFDI FIOCMPLT CALL 1 NONE N/A N/A  N/A N/A GPC FAIL DROOO J5-%6,58 1 PANEL NOT FAILED
? GPC N+l FLI DRIO3 J5-36,37 ? JOF M+l GPC N+l FLO DROO7 J5-44,45 2 1OP N:l
1-3.3-93 FCMSVC EPMSVC CALL 2 GPC N+2 FLI DRIO4 J5-35,47 ? 10P N+2 GPC N+2 FLO DRODS J5-%2,43 ? 10P N+2
? GPC N+3 FLI DRIOS J5-33,3% ? 10P N+3 GPC N+3 FLO DRODY J5-0,4l 2 IOP N+3
GPC N FLO  DROD® J5-u46,58 ? IOP N

Table 4 (continued). List of discretes used/issued by the FCOS modules
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SEQ

oF

PAGE MODULE  INVOCATION  USE

i REF. NO, 5 oR
) 15~
SUE

3-3.1-15 AIC_GPC_ GPC STARTUP 1

3-3.25 ARA_GPC_ SWITCH MONIT
SWITCH

LT TS

¥S

Table 4 (continued}.

DISCRETES
USED

NONE

GPC RUN

GPC STANDBY
BFCS ENGAGE
1/0 TERM.A

1/0 TERM.B

LABEL FIN NUM,

N/A

D102
D10l
D111
DT12
D113

N/A

J5-5,6
J5-3;l+
J5-23,24
J5-25,26
J5-27,28

LOG
VAL

N/A

D D e Y 4D

INPUT
FROM

N/A

PANEL
PANEL
PANEL
PANEL
PANEL

DISCRETES LABEL PIN NUM
ISSUED

GPC READY bo0g  J3-25,37

1/0 TERM.A D112 J5-25,26
1/0 TERM.B D113 J5-27,28

List of discretes used/issued by the FCOS modules

SINGLE BIT
ERRORS
LGG OUTPUT WILL CAUSE
VAL TO  DISCRETES
TO BE INTER-
PRETED AS

1 PANEL  NOT READY

? PANEL
? PANEL
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connected to all the GPCs. When GPCi desires to communi-
cate with other GPCs through the ICC buses, it selects
ICCi with the aid of the identification number stored in
CVT and COMPOOL.

The requirement that each GPC correctly records and
maintains the identification number is crucial to space
shuttle operations if this requirement is not met, either
because of discrete failure or faulty core lccations., the
ensuing consequences will be unpredictable. When two GPCs
have the same identification number and attempt to trans-
mit information on a commgn bus, signal interference results.
IT this bus is not flight-critical or an ICC bus unit, data
bus I/0 failures will be vrecorded and this may eventually
Tead to bus masking and its removal. However, if this bus
happens to be either critical or an ICC bus, the GPLs in
command of the bus will force themselves to synchronization
failures. Thus the two GPCs will drop out from the redun-
dant as well as the common set. If they attempt to communi-
cate their- synchronization failures and use the same data
bus for doing so, signal interference once again results
with the consequence that the crew may not be notified. At
this point, the situation becomes unpredictable and may even
lead to loss of spacecraft control.

The CPDS requirements stipulate that the software shall
support a display which monitors the operational status of
each GPC in Redundant Set, simplex, failed or OFF/HALT mode [6].
Thus the crew may note from the display that the two GPCs
are not functioning properly and may engage the Backup Flight
Control Switch.

The time that might elapse before detection of the iden~
tification discrete failure 1s variable. Since the identi-
fication discretes are read on the ground prior to the mission,
any discrete failures at this time will be immediately noticae-
able. Once the discretes are read, the identification number
is fetched only from the internal GPC tables and hence the
identification failure may result due to core memory location
faults. If this happens, the time of detection is unpredict-
able and depends to a large extent on the crew action.

A quantitative assessment of the identification failure
will be given in the next chapter.
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3.2 Synchronization Discrete Failures

Synchronization discretes are used by the following
software modules directly or indirectly:

Module Page 2. [5] Usage

FPMIHPC2 3.2-49, Part 1 Direct
FIOCMPLT 3.2-12a, Part 1 Direct
FIOERRLC 3.2-34, Part 1 Direct
FIOBCERR 3.2-37, Part 1 Direct
FIOMSCTO 3.2-39, Part 1 Direct
FCMASYNC 3.3-23, Part 1 Direct
FCMCSYNC 3.3-25, Part 1 Direct
FCMISYNC 3.3-29, Part 1 Direct
FCMSSYNC 3.3-35, Part 1 Direct
FCMTSYNC 3.3-37, Part 1 Direct
FCMBMAN 3.3-63, Part 1 Indirect
FIQSvYC 3.2-9, Part 1 Indirect
FIOSvCP 3.2-12, Part 1% Indirect
FPMCANCL 3.1—35, Part 1 Indirect
FPMCLOSE 3.1-27, Part 1 Indirect
FPMIEPCT 3.1-39, Part 1 Indirect
FPMOPSCN 3. 1—38a, Part 1 Indirect
FPMRES 3.1-19, Part 1 Indirect
FPMRESET 3.1-67, Part 1 Indirect
FPMSCHED 3.1-9, Part 1 Indirect
FPMSET 3.1-68, Part 1 Indirect
FPMSIGNL 3.1-69, Part 1 indirect
FPMSTAT 3.1-25, Part 1 Indirect
FPMTERM 3.1-31, Part 1 Indirect
FPMTMHAL 3.1-63, Part 1 Indirect
FPMUPRIO 3.1-23, Part 1 Indirect
FPMWAIT 3.1-17, Part 1 Indirect
FCMPMOD 3.3-53, Part 1 Indirect
FCMBCEMD 3.3-55, Part 1 Indirect
FCMPOVLY 3.3-49, Part 1 Indirect
FJOHLTMM 3.2-71, Part 1% Indirect
FPMUPMTU 3,1-55, Part 1 Indirect
FPMMTURM 3.1- 73, Part 1* Indirect

*Reference [7]

The software modules Tisted under direct usage issue
commands that directly change the status of the synchroni-
zation discretes and use these discretes in their logic.
The indirect-usuage modules invoke the direct-usage moduies
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in order to achieve software synchronization through the
synchronization discretes. As can be noted, these discretes
are used extensively by the software to operate the GPCs in
the Redundant and Common Sets in synchrony with each other
and minimize the data skew which exists because of the redun-
dant operation of the GPCs.

A synchronization discrete failure will cause the remov-
al of the GPC it is associated with from the Redundant and
Common Sets, even though the GPC may be functioning properly.
The outcome of this type of failure is the loss of a GPC, and
the crew is immediately notified of the synchronization fail-~
ure through the Computer Annunciation Matrix. Since the
synchronization discretes are used as often as 300 times/sec-
ond by application programs, the failure of these discretes
is immediately observed. Also, since the SSIP and Fast-Cycie
Execution programs use synchronization at every 40 ms interval,
the upper bound on the time of detection of synchronization
discrete failures is approximately 20-30 ms.
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3.3 Redundancy Management Discrete Failures

The following modules can altter the state of redun-
dancy management discretes:

Module Page No. [5] Usage
FCMSVC 3.3-93, Part 1 Direct
FCMFDI 3.3-39, Part 1 Direct
FCMVOTE 3.2-83, Part 1% Direct
FPMSYC 3.1-2y Part 1 Indirect
FIOCMPLT 3.2-129, Part 1 Indirect

*Reference [7]

The direct usage modules can change the status of
fail discretes that drive the Computer Annunciation Matrix.
The indivect usage modules invoke the direcit-usage moduies.
When a fTailure occurs on one of these discretes, the light
driven by the faulty discrete may be 1it. However, this
may not have any undesirable consequences since the crew,
by observing the other three 1ights in the same row, can
deduce whether the 1ight is energized due to a discrete
failure or to a GPC failure. The situation with the GPC5
fail discrete is different; GPC5 performs self testing to
see whether it is functioning properly and is not involved
in cooperative testing. Thus, when the Tight connected
to the GPC5 fail discrete is energized, the crew may not
know whether this is due to a discrete failure or due fo
the Backup Computer System failure. In this situation, the
consequences are dependent on the crew action. 1In the
worst case, the crew may assume the loss of Backup System _
even though this system may be functional. Any failure on
tg$ redundancy management discretes is immediately notice-
able.
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3.4 Control and Indicator Discrete Failures

The GPC Standby/Run Command discretes are monitored
by the ARA_GPC_ SWITCH module (Page 3.3-25, Part 3 [5])
once per every second whereas the GPC Ready indicator is
controlled by the AIC_GPC_STARTUP module (Page 3.1-15, Part
3 [5]). The Halt indicator has hardware control on the GPC
operation and thus is not used in software Togic. When a
Standby or Halt discrete is set erroneously due to transient
or permanent faults, the GPC stops participating actively in
computation and control of the space shuttie, thus resulting
in a GPC Toss. Within seconds, the crew will be notified of
the Toss of the GPC and ifs status, and thereafter the action
of the crew decides the consequences. The Run Command is
accepted by the GPC only when it has been initialized and is
in a Standby state. Thus, a Run Command discrete, when 1t
is set prematurely, may cause the GPC to start computation
before it is expected to do so. However, this should not
have any adverse consequences.

When the GPC IPL discrete is prematurely set false when
IPL is being performed, the crew may be under the impression
that the GPC is IPL'ed and ready to go. However, since the
IPL operation takes of the order of milliseconds, this type
of discrete failure does not cause any severe problems. The
IPL Activate discrete, 1f affected by transient failures,
also does not cause adverse problems. However, permanent
faults on these discretes mean the loss of the GPC and re-~
duced computational power.

The I/0 Active indicator discrete falls into the same
category as the preceding two, in that its transient failure
does not cause adverse consequences. If the discrete is
erroneously set true indicating that the I0OP is ready to ac-
cept crew commands wheve, in actuality, this may not be so,
the crew may initiate commands which may be lost. Here again,
the resulting consequences depend on the crew interpretation
of the situation.

Transient errors on the I/0 Terminate Command A and B
discretes can cause data path errors logged againt the
flight-critical buses. When this happens, the software mod-
ule FIOCTDPE 1is dinvoked to see if there is any change in the
status of the Standby/Halt or BFCS Engage switches. If
these switches do not indicate any changes and more than P
{(nominally two) FC 1-4 or FC 6-8 data paths are masked, the
GPC forces itself to a synchronization failure and removes
itself from the Redundant Set. Whenever a data path is
masked due to an error, the data path error is annunciated
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to the user. Thus the net effect of I/0 Terminate dis-
crete failures can be the loss of a GPC. The crew may
not be able to deduce whether the GPC Toss is due to I/0
Terminate discrete failures or to the GPC failure.

The MM TIPL Select Command discrete transient failures
can cause a wrong MM to be selected for IPL. These fail-
ures are not critical, and in the worst case the GPC will
not be IPL'ed. Transient failures on the Mass Memory dis-
cretes have similar effects on the IPL of the GPC. Also,
the uplink/downlink capabjiities to/from the MMUs will be
temporarily affected by the transient failures.

The BFCS Engage Command discrete, when set true erro-
neouly, can cause invocation of the software module FCMBMASK
and this may lead to data path masking. Thus a failure on
this discrete can cause the loss of GPC.

For the Backup Control System, any single transient
failure on the BFCS discretes does not cause the BFCS to be
engaged. The three BFCS Engage Commands and the IOP Termi-
nate Command B Inverse discrete are majority voted to
decide when the Backup System is to be engaged. The BFCS
Fail discrete failure can cause the crew to think that the
BFCS contrel unit is not operational whereas., in actuality,
this may not be so. As mentioned before, the GPC Fajl indi-
cator discrete failure may misinform the crew as to the
operational status of the BFCS.

60




e s,y

3.5 Discrete Failure Analysis

In the preceding sections the effects of a fault on
each discrete is discussed individuallys; in the present
section this discussion is extended to transient and
permanent discrete fallures and their effects on the
entire system. The discussion is summarized in Table 5,
which 1ists each discrete failure, transient and perma-
nent, together with information regarding recoverability
from this failure and consequences in the worst case.

}

The redundancy management and synchronization discretes
are used when the GPC is included in the Redundant Set and
hence permanent failures of any of these discretes imply
that the GPC cannot be used in a redundant computation.

On the other hand, the GPC can be used to.compute by itself
and thus these fa11ures are not critical for self-operation.

‘Transient failures on the synchronization discretes result

in the loss of the GPC from the Common and Redundant Sets

as mentioned before in the previous sections; however the

GPC can he recovered by re-initialization. Transient failures
on the redundancy management discretes do not have any effects
on the DPS; however, if these failures are misinterpreted by
the crew, this may cause the loss of the GPC once again. The
GPC 5 Fail discrete, if it malfunctions due to a transient
error, can cause an alarm, and here again the resulting conse-
quences are decided by the crew action.

The control and indicator discretes are necessary for
proper operation of the GPC and permanent failure of any of
these discretes imply permanent Tess of the GPC. Transient
ervors on these discretes may or may not have an effect on the
system performance depending on the crew interpretation of
the sjtuation. Thus if the I0P Indicator discrete fails for
a short time, the crew may attempt to use the GPC after awhile
or disable the GPC from further computation. If the IPL dis-
cretes are not functioning properly because of transient errors,
the crew may decide to try IPL repeated]y or once again remove
the GPC from computation.

The BFCS is designed so that transient and single errors
on the BFCS discretes do not have any effect. The BFCS Engage
Command and I/0 Terminate Command discretes are majority-voted
and tested for stability before any action is attempted. Thus
only multiplie simultaneous faults which persist for over two
consecutive minor cycles can cause engagement of the BFCS. 1If
other GPCs are not properly disabled from their data buses;’
totally unpredictable consequences may ensue.
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Time of

GPC. The GPC can be operated

in a self mode.

Discrete Failure Effects and Worst-Case
Type Type Recoverability Consequence Detection
It the fajlure occurs in the If the d1dentification discrete Immediate, by
preinitialization phase on failure is not noticed on the observing the
Transient the ground, the failure can ground (which is unlikely) the displayed
be detected by monitoring entire DPS will be non-functiomal. =~ status of the
Identification the displays and recovered, ’ GPCs.
If the Tailure occurs
Permanent after one-time initializa-
tion, no effect on the sys-
tem.
Single transient errors do pot *
have apy effects. MHultiple
simultzneous transient errors Loss of a GPC depending on the
can cause disabiement of crew action. Immediate
Redundancy Transient correctly operating GPCs by
Management the crew. A fransient error on
E “the GPC 5 Fail discrete indicates -
the BFCS is not ready to take over.
S51ngle permanent errors do not
have any effects. Multiple Loss of a GPC from the Redundant
Permanent errors lead to the loss of the Set. - Immed{ate

Table 5.

Biscrete failure analysis,
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Discrete

Failure Effects and Horst-Case Time of
Type Type Recoverability Consequence Detection
Transient errors cause re- . Synchronization
removal of the GPC from the discretes are used
Transient Redundant and Common Sets. Loss of a GPC From the He- at every 20 ms in-
The GPC can be recovered by dundant and Common Sets. tervals in SSIP and
forming a new Redundant Set. Fast Cycle Proces-
soy Phases and in
) - GN&C as many times
. Synchronization as 300 per second,
Discretes The time of de-
Permanent errors imply that tection i5 im-
the GPC cannot be operated medjate.
in a redupdant mode; but Loss of
Permanent

it can be operated in a
salf mode with self-testing
to improve reliability.

a GPC from co-

operative and redundant
computation,

Tabie & (continued).
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Discrete Failure . E¥fects and Worst-Case Time of

Type Type Recoverability Consequence Detection
Transient errors on the GPC These Command dis-
Hait/Standby Command dis- cretes ara moni-
cretes force an operating tored once a sec-
GPC into a Halt or Standby Forced termination of a car- aond and the status
Transient mode, Errors on Run Cam- ractly operating GPC. of the GPCs is
mand discrete have an ef- - displayed on meni-
fect only in Standby mode. ) tors. Time of de-
32 The GPC can bhe reccvered tection is Tmme~-
GPC Halt/Standby/ by performing an IPL and diate.
Run Command placing it in proper mode.
Discretes
Permanent errors have the Forced termination of a
same effect as transient correctly operating
Permanent errors. The GPC cannot be GPC and the permanent loss
recavered as in the of a GPC,

transient error case,

Table 5 {continued)}. Discreie failure analysis
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Discrete
Type

Failure
Type

Effects and
Recoverability

Worst-Case
Consequence

Time of
PDetection

GPC Ready
Indicator

Transient

Permanent

If the Ready Indicator comes
on prematurely while perform-
1ng the IPL and the crew ini-
tiates commands, the GPC may
not respond. To recover' from
this error, ihe crew should
reinitiate their commands
instead of disabling the GPC.

Effects are the same as in the
transient case. The GPC can-
not be brought to a Halt state
and reinitialized.

Loss of a GPC because of the
crew action. {This is unlikely
because IPL takes of order

.5 ~ .75 seconds.}

Permanent loss of a GPC -when
1t is brought to the Halt
state.

Immediate

Immediate

IPL Discretes

Transient

Permanent

Transient errors on IPL dis-
cretes cause improper IPL. To
recover from ithese errors IPL
has to be performed again.

Effects are the same as in the
transient case. Permanent er-
rors on IPL discretes imply
that the GPC cannot be re-IPLed
properly.

Loss of a GPC depending on
the crew action.

Parmanent 1oss of a GPC if

it is brought fto the Halt
state.

Immediate

Immediate

Table 5 (continued).
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Discrete Failure Effects and Horst-Case Time of
Type Type Recoverability Consequence Petection
!
H
: A transient or permanent fail-
} ure can cause an erroneous indi- DisabTement of a GPC de-
i cation that does not reflect the pending on the crew action. Immediate
| I/0 Active Transient true status of the I0P. Tran- -
{ Indicator sient errors can be ignored Loss of a GPC.
X Permanent but a permanent failure means Immediate
o that the GPC cannot be used
(=, again.
Transient errors cause disable-
ment of data buses from the
Transient GPC and possibly its ultimate Loss of a GPC from the Re-
removal from the Redundant Set. dundant Common Sets.
The GPC can be recovered by re- Depends on data
1/0 Terminate initialization and formation bus activity. In
Command of a new Redundant Set. all cases the de-

: discretes tection will be
i Permanent fajlures imply the Permanent loss of a GPC from immediate and with-
; Permanent Toss of the GPC from further further computation and _in seconds.

computation, control.

Table 5 {continued)}. Discrete failure analysis
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Discrete Faiiure Effects and Worst-Case Time of
Type Type Recaverability Consequence Detection
Transient faults can cause IPL
not to be performed properly in
Transjent  the IPL phase. Transactions in- Loss of a GPC depanding
volying MWUs may not be com- on the crew action. Immediate in the
ass Memory pleted properly. The MMUs can IPL phase. At
Discretes be recovered by re-tries. other times,
- dependent on
Same as in the transient case. the frequency
Permanent failures imply Permanent loss of Mhl{s) of HMU usage.
Permanent the loss of MMU(s) and saft- and possibiy the entire
ware modules and consequently D
the entire DPS,
Transiept failures can cause
disablement of data buses from Loss of a GPC from the
Transient  the GPC and force the GPC to a Redundant and Common
synchronization failure. The Sets. Dependent on
8FCS Engage GPC can be recovered by re- data bus activity
discrete injtialization. in all cases
{GPC 1 -~ 4) time of detec-
Effects are the same as in the tion will be
transient case, The GPC can- Permanent loss of a GPC. within seconds,
Permanent not be recovered from this

failure and hence it is not
available for computacion.

Table 5§ {continued}.
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Discrete Failure Effects and Worst-Case Time of
Type : Type Recoverability Consequence Detection

Oniy multiple simultaneous
transients that Tast for
Transient two minor cyclies on these

BFCS Engage discretes can have an
and I/0 Terminate aeffect, Engagement (or dis-
Command Discretes engagement) of -
A single permanent failure BFCS. Immediate
o does not have any effect.
oo Permanent Multipie failures can cause

unreliable and unpredictable
OPS performance.

Transient failures can be Immediate
~ Transient ignored since they do not
! have any effect on the DPS.
BFCS Fail
A permanent failure means Loss of BFCS. Immediate
Permanent t?at %he BFCS is not opera-
tional.

Table 5 {continued). Discrete failure analysis.
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4, PROBABILISTIC ANALYSIS OF DISCRETE FAILURES

In this chapter, a probabilistic analysis of dis-
crete faijlures i1s given, The anlysis is necessarily limited
because of the lack of detaiied information regarding the
circuit and component reliabilities. An exponential failure
law is assumed in the analysis throughout.

4,1 Identification Failures

Identification failyres will be due either to the iden-
tification discrete failures or to the core memory location
failures. Since the former type of failure is detectable
on the ground and thus correctable, only core memory fail-
ures will be considered in the following. (Although the
scope of the present Contract covers only the effects of
discrete failures, the criticality of the situation necessi-
tates the consideration of core memory failures). Each core

=2t
element“follows the reliability law RC = e C where 1/AC is

the mean 1ife of the element. The identification numbers of
the four primary GPCs can be changed or misread due to the
unreliable operation of core elements. For simplicity of
analysis, it is assumed that once this happens, catastrophy
ensues because of the resulting conflicts for data buses.
(The software can possibly detect certain identification num-
ber errors, such as the numbey being equal to 000 or greater
than 100). Then the probability Pc of obtaining correct

identification numbers can be given as

-12lct
P = e (1)

[od — ——

and the mean time to the catastrophic error as

T, = .0833/A, I )

The probability of catastrophic error can be minimized
by using a redundant or coding approach. In the redundant
approach each identification number is stored in three memory
locations and majority voting is performed to obtain the cor-
rect identification number, assuming as before a failure rate
of lc for each core element. The probability that the correct

identification number is generated is

*In the following the term core element refers to the magnetic
core and its associated read/write circuitry.
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e = 22+ () (e 6on)
«(3) () rane)? + (2) ()eS0-00)?

where Pe is the probability that the core element is func- N
tioning properly. Since

n
D

p.(t) °

it follows
—ﬁlct

-9Ax  t
3e - Ze ¢

L]

R (t)

The probability of catastrophic failure occurrence due to
identification number ervor can now be determined as

_2ax t S27h_t
Pl {Rc(t)}4 = 8le ¢ - 216e

-30A _t -33A .t ~36hct

+ 216e € . 96e €+ 16e (3)

The following coding approach may also be used to ]
reduce system unrelijability. Assume that six bits are assigned
(instead of three) for each identification number in the
following manner:

GPC1 : 00 00 00
GPC2 : 01 01 01
GPC3 : 10 10 10

GPC4 : 11 11 11
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Fach identification number is at least three units
1 of distance from other identification numbers and hence
O this coding can correct one and detect two core element
failures in each identification number location. The
probability of identification numbers being correct can be
derived as

_ (.6 5 4 2\ 4
Peor = {pc + 6p (1-p.) + 3p.(1-p.) } |

20

+ 216p2 22 4 15p24

= 16 18
= 81pc - 216p c c

e - B6p

Assuming p. to be exponential as before. the reliability of
correct geﬁeration of identification numbers can be found as

-161Ct 8.t —Eﬂlct
Pc(t) = 8le - 2l6e + 216e

-227 .t ~24kc t

+ 96e €+ 16e (4)

The failure rate for the entire 64K x 36-bit GPC memory
is approximately 500 failures/million hours.* Assuming that
when a core element fails, it is due to the read/write
amplifier circuitry, A, can be determined approximately as

.75 faﬂures/lo6 hours. When Act is small,

P, = 1-12) t — (17)
. 2 (3%)
PL = 1-108(A_t) S
. 2 .
Pt = 1-48(x_t) (44)

*Private communication from Mr. Paul Sollock of NASA-JSC.
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It follows that the unreliabilities can be given as

Q. = 1-P, = 121 t (5)
Q. = 1-P% = 108(a_t)? (6)
Qr = 1-PY = 48(a_t)? _(n

The improvements in systém reiiabi1ity using the redundant
and coding approaches can be given as

2
— |
Fp = Qo700 = 1/9(At) (8)
- n ., 2
FC = QCIQC = 1/4(Kct) ‘ {9)
- 1 ] — - 7.‘
Figures 4.; and 4.2 show PC, PC and Pé for lc = 10 )
2x10” 7, 5x10° ° and 10-6 failures/hour as % varies from

.15 to 2.1 hours, whereas Figure 4.3 shows the improvements
in system reliability using coding and redundant approaches.
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System unreliability due to identification

number failure versus time in hours.

Figure 4-1.
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4.2 Effects of Discrete Failures on
System Reliability

In this section, a quantitative analysis of the
i effects of discrete fajlures on the entire system relia-
; bility is attempted. The mission duration time., during
?hich the Primary Control System is effective, is estab-
ished.

The following effective failure rates are assumed
for the IOP discretes:

Discretes Effective Failure Rate
? Redundancy Management Tam * rpM
% Synchronization ' Toyne © AsyYNG
l 1/0 Active Indicator TroA * M10A
GPC Ready Indicator TGPCR ~ “@PCR
GPC IPL Indicator TepcI © MGPCI
; GPC Halt TapcH © AgpcH

GPC Standby Tepcs © *gpeCS

f GPC Run Tepcr © Mapcr
E MMi IPL Select TUMFT AMMA T
g I/0 Terminate A TroTA © MoTA
f I/0 Terminate B TiOTE © AIOTB

MMi Reset TMMiS T MMMis
MMi Ready TMMiR © *MMiR

BFCS Engage TBFCE ° MBFCE

: The value of w for a given discrete can be chosen 1 or 0

i depending on whether a Tault on this discrete causes the crew

' to remove the GPC associated with it. Thus if the IPL Indicator
discrete fails but the crew chooses to ignore 1t Tgpep €20 be set
to 0. The failure rate for each GPC is
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SO | GO

e | Aepe =) -2

T .
f ' GPC Discrete Discrete Discrete

where Discrete runs through all the discretes Tisted above.

The probability of correct operation of the DPS
can be given as

Pcbr = b(correét operationfnon-standby).

p{non-standby) +

p{correct operation[standby).

p(standby)

- (‘;) pZ(1-p )" + pB,-[1~(g)p§(1-p§>*—’]

where Pe and pgp are the probabilities that the primary and
backup systems are working properly. Assuming a failure

rate of Ap for the Backup System, one has for the reliability
of the entire computing system

“2hnoat  =BA.oat ) At
R (%) ={6 e eret T eret ) { T }
Aot
+ e B
I | ~ ~Zhgpet “Ahgpet ~(2hgpe * xB)t
# = fe - be -~ be
"4kGéC+}R)t ~Agt
+ be : + e

and the mean time to the first failure of the DPS as
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23 R

o3 12hpc N
¢ 2hgpg  (2rgpet Al (Adgpetag) Ag

[

. - I
Letting o = AGPC/AB’ TC becomes

T = 1 {1693+24P2+20P+3}

GPC 1602412 p+2

In determing AGPC’ the value of 7 for a given dis-

crete can be chosen 1 or 0, depending on whether a fault
an this discrete causes the crew to remove the GPC associ-
ated with it. Thus if the IPL Indicator discrete fails
but the crew chooses to ignore it, Tepgp Can be set to 0.

The unreliability of the entire DPS, Qc(t) is shown
in Figures 4-4 through 4-7. The values of Agpc are sclect-

ed to be 100, 200, 500 and 1000 failures/10% hours and o
varies from 1 to 100. Figure 4-8 shows the variation of
successful mission time with respect to the ratio Te TGPC

where TGPC = 1/AGPC' It is interesting to note that this
ratio is nearly proportional to p.
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:Figure 4-5,
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5. RECOMMENDATIONS

Based on the investigation carried out under this
contract, the vollowing recommendations are made to
improve the reljability of the DPS.

1)

2)

3)

Because of the critical nature of identification
failures, it is strongly recommended that the
software design incorporate coding and/or re-
dundant approaches in accessing identification
numbers from the core memory. These approaches
not only prevent catastrophic failures occurring
due to single core element failures but also de-
tect when a correct identification number is
generated. Such. detection can be used to in-
form the GPCs to turn themselves off instead

of creating interferences on data buses,

The synchronization discretes are used at rates

of 300/second and because of their vital importance
in keeping the computer systems in synchrony, it

is strongly suggested that hardware redundancy be
incorporated in these discretes. Though software
to support synchronization discrete redundancy 1is

a possibility, this does not appear to be a practi-
cal solution in view of the rates at which these
discretes are used. It is recommended that each
synchronization discrete be triplicated with major-
ity voting and possibly a spare discrete. (There
are many spare discretes that are not used in the
I10P 40/32 discretes.)

After a careful review of the other discretes and
the manner they are incorporated into the system de-
sign, it is concluded that no further significant
improvements can be made to the existing design.
The present design requirements and implementations
support direct/indirect monitoring of the status of
the discretes that makes it possible to detect mal-
functions. The crew, by observing the information
displayed, can deduce the operational status of

the discretes such as the Halt/Standby Run dis-
cretes, IPL discretes, etc.
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The following tests are recommended to test and im-
prove the reliability of the space shuttie:

1)

2)

3)

6)

Test the reljability of the synchronization
discretes and evaluate their failure rates.
Simulate the situation, by means of software,
where one or more synchronization discretes

fail in each GPC and determine the consequences.
Check whether the crew can successfully switch
the control to the Backup System within safe
time limits.

Simulate core memory failures to generate wrong
identification numbers and determine fhe conse-
quences. Test whether the crew can detect the
maifunction of the DPS and develop a 1ist of
symptoms that the crew can observe to detect
jdentification number failures.

Conduct experiments on the discrete circuits to
determine the failure rates of the IOP discretes
so that the Tailure rate of the entire DPS due
to discrete failures can be determined.

Determine the rate of transient synchronization
failures by observing the number of retries
attempted at each synchronization point.

Simulate faults (permanent or transient) on the
control and indicator discretes and determine
the crew's reaction to these faults. Develaop

a 1ist of actions that the crew should perform
when these faults are abserved in flight.

. . i Iy
Determine the ratio AGPC’kB and see whether AB

can be improved with better and more reliabie
circuitry.
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6. CONCLUSION

This report presented an analysis of the effects of
discrete failures on the Data Processing Subsystem. The
analysis included a functional description of each discrete
together with a Tist of software modules that use this dis-
crete. A qualitative description of the consequences that
may ensue due to discrete fajlures 1s given followed by a
probabilistic reljability analysis of the Data Processing
Subsystem. Based on the, investigation conducted, recom-
mendations were made to improve the reliability of the
subsystem.

In the following, some methods are suggested for
recovering GPCs lost because of synchronization as well
as other discrete fajlures. Since in the ALT phase no
attempts are made wo recover the lost GPCs, these methods
are applicable only in the OFT phase. Rollback and roll-
forward techniques can be profitably used to recover &PCs
out of synchrony and include them in Redundant or Common
Set computation. In the rollback technique, whenever a
GPC is lost from the Redundant or Common Set due to tran-
sient errors, during the SSIP phase all the GPCs reset
their status to a common reference point in the past whose
status has been stored either in Mass Memory units or GPC
memory, and rezume their computation. This technique
slows down computation rates and is preferred only when
speed is not critical. In the roll-forward technique,
when a GPC fails due to synchronization, instead of remov-
ing the GPC from the Redundant or Common Set, the correct-
1y operating GPCs transmit their status and data to this
GPC, and then all the GPCs resume their computation. This
technique also has the advantage of recovering the GPCs
lost due to transient errors, and is faster. These tech-
niques can be easily incorporated in the present software
design of the space shuttlie to increase the reliability
of the Redundant and Common Sets.
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A - LEFY INPUT TO ALU

AGP — ATTITUDE AND POINTING

A/A -~ AIR TQ AIR

A/C =~ AIRCRAFT

A/D ~ ANALOG-TO-DIGITAL

AL — APPRDACH AND LAMDING

AA — ACCELEROMETER ASSEMBLY

ACC . — ACCUKULATCR

ACE — ACCEPTANCE CHECRDUT EQUIPHENT

ACH — AQUISITION ARD CONTROL HOOULE

ACY = ACTION

ADS — AUXILIARY MEMURY DATA WUTPUT BUS

ADC —~ ANALOG TO DIGITAL CONVERTER

ADC — AIR DATA COHPUTER

ADI — ATTITUDE DIRECTOR INDICATOK

ADL — AVIONICS DEVELOPHENT LABORATORY

ADp — AUTOMATIC DATA PROCESSING

ABDS ~ AIR DATA SYSTEM .

AQT — AIR DATA TRANSDUCER

ADTA — AIR DATA TRANSDUCER ASSEMBLY

ABVANCE — MEMORY DATA AVAILABLE SIGNAL

AGE — AIR/GROUND EQUIPHENT

AHP ~ PITCH AX1S ATTITUDE HOLD

AL + = ALTITUDE INDICATOR

AIB_GPC_LOCATOR GPC LOCATOR {SYSTEM CONTROL MODULE)

AIC_GPC_STARTUP LPC STARTUP (SYSTEM CONTROL HMODULE)

AlD — ANALOG INPUT DIFFEKENTIAL

AIE_SIP SYSTEM INTEKFACE PROCESSOR {SYSTEM CunNTRUOL MUDULE)}
AIG_BEU_L DADER DEU LOAUER (SYSTEM CONTROL MODULE)}

AIU — AVIONICS INTERFASE UNIT

ALC . = AUTOMATIC LIGHT CORTROL

ALPHA — ANGLE OF ATTACK

ALT . — APPROUACH AND LANDING TEST

ALU ~ ARITHMETIC/LOGIC UNIT

AMEC — AFT MASTER EVENTS CONTHOLLER

AMI — ALPHA/MACRH CONTROLLER

AMI — AILRSPEED/MACLH INDICATORS

AMT -~ APPLICATIONS HUDING TABLE

AN - ALPHANUMERIC

ADA — ANGLE UF ATTACK

AO0D — ANALOG OUTPUT DIFFERENT1AL

APP =~ APPLICATIONS SOfTHARE

Aru - AUXILIARY POWER UNIT

APY — ATTACH POINT VOLTAGE

ARA_GPC_SWITCH GPC SWITCH MONIIOR {SYSTEM CONTROUL MDOULE)
ARB_IULE_OPS IDLE UPERATIUNAL SEQUENEE (SYSTEA CUNTRUL HMUDULE}
ARC_GPC_RECONFIG CPC RECONFIGURATION (SYSTEM CONTROL MUDULE)
ARu_BUS_CHG BUS CUNFIGURATION CHANGE ({SYSTEM CONTROL HODULE}
ARE_GPC_TABLE_LHG GPC RECUNFIGURATION TABLE CHANGE (SYSTEM COMTROL MODULE}
ARF_DPS_CONFIG_1TEH UPS CONFIGURATION ITEM PROCESSOR (SYSTEM CJUNTROL MDOULE)
ARG_RECONFI b_M56 GPC RECONFIGURATION MESSAGE HANDLER {SYSTEM CONTROL HODULE)
ARH_SEC_GWPC_RECONFIG SECONDARY GPC RECUNFIGURATION {S5YSTeM CONTROL KODULE}
ASA — AENUSURFACE SERVO AMPLIFIER ASSEMBLY

ASA_IDLE_SPEL IDLE SPECIALIST FUNCTION — SPEC O-00 {5YSTeM CONTROL MDODULe}
ASB_ROZHWRY READ/WRITE SPECIALIST FUNCTION (SYSTEM CONTROL MOLULE}
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ASC_TIKE_MGHT

- . ASD_DATA_CONTROL DATA CONTROL SPECIALIST FUNCTION
s _ ASELN — AUXILIARY SELECT S1GMAL
ASI — AIRSPEED INDICATOR
ASLCH — AUXILIARY SAR LOAD CLOCK
ASP ~ AEROSURFACE POSITION
ASP1 — AEROSURFACE POSITION INDICATOR
ATA — AVIDNICS TEST ARTICLE
ATP —~ ACTIVATION TEST PROGRAN
. ATVCD ~ ASCENT THRUST VECTOR CONTROL DRIVER
AWV, — ALTITUDE VERTICAL VELOCITY INDICATOR
. B — RIGHT INPUT TO ALU
' Ba ~ BOUNDARY ALIGNKENT
© BAX - BAROMETRIC ALTITUDE INDICATOR
| 'BCE ~ BUS CONTROL ELEMENT (IN IOP
! BCH — BOSE, CHAUDHURIs; AND HOCQUENGHEM
. BCL — BIT COUNT LATCHED (HIA S1GNAL}
¢ BCHUX — BUS CONTRGL HULTIPLEXER
8CBTN ~ EXTERNAL MEMORY ADORESS PARITY ERROR SIGNAL
BDDSN - ~ BCE DISABLE DISCRETE
BDHI — BEARING AND DISTANCE HEADING INDICATOR
BETA ~ ANGLE OF SIDE SLIP
BFC — BACKUP FLIGHT CONTROL
BFCS — BACKUP FLIGHT CONTROL SYSTEH
' BFCSED — BACKUP FLIGHT CONTROL ENGAGE DISCRETE
| OBIT — BUILT-IN TEST
. BITE — BUILT-IN TEST EQUIPMENT
i BHAS ~ BODY-HOUNTED ACCELEROMETER SYSTEM
| BOF . ~ BESINNING OF FILE
. BOT ~ SEGINNING OF TAPE
BP — ®MREADY® RESET
8PS — BIT PER SECOND
. BR ~ BRANCH
{ BSR — BRANCH SECTOR REGISTER
| BSR — BITE STATUS REGISTER
. ' BSR — BRANGH SECTOR REGISTER
e ' BSYN ~ MEMORY BUSY SIGNAL
BTE ~ BTU ERROR TABLE
870 - BLOCK TIME OUT
. aTUu ~ BUS TERMINAL UNIT
. BU ~ BRANCH UNCONLITIONAL
BU ~ BACKUP
 BUN ~ BITE UPDATE NOTICE
' BUDU ~ BACKUP DPTICAL UNIT
' BUSY ~ MEMORY BUSY SIGMAL
c ~ CONTROL
car ~ COMMUNICATIONS ANG TRACKING
C&H — CAUTION AND WARNING
C-BUS ~ COMPUTER DATA BUS
¢ C/M ~ CONTROL MONITOR
c/T ~ CONTROL AND TIMING
CC/H ~ CAUTION AND WARNING
. CAB ~ COMPUTER ADDRESS BIT
| CAB ~ COMPUTER AODRESS BUS
' CADE ~ CONTKOLLERAATTITULE DIRELTUR ELECTRONICS
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RS

CALT
CAH
CAPRYL
CAPRI
CARR
CAS
cc

cC

cc
CCAT
CcCD
cep
CCR
cCy
CCrv

b

-

Cbs
cpo
CDR
CDR
ChwW
e
uch)
cI

(193
CIA
CIA
CH

cH
CKD
CHOS
CHPTR
coMpPOOL
COMSEC
CONTN
Ccp
CPDS
CPEIX
cpu
CPUFN
CPUPR
CR
CRT
Gs
CSE
CSECT
CSN
Css
CTs
cvT
CW

CH
CHEU
b

DELC
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ryrrrr
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CALTULATE

COHKPUTER ANNUNCIATION MATRIX
CAPACITOR RESET INTEGRATOR
CAPACITOR RATE INTEGRATOR
CUSTOMER ACCEPTANCE REAUINESS REVIEW
COMMAND AUGHENTATION S5YSTEH
CROSS-COUPLE

CHANNEL CONTROLLER
COMMUNICATIONS CONTROL
CHPTR/CRT ASSIGNMENT TAbLE
CONSTANTS CHANGE DISPLAY
COHMAND CBHMPUTER €7)
CROSS~COUPLE REGISTER
CURRENT CONFIGURATION TABLE
CLOSED CIRCUIT TELEVISION
COMMAND DECODER MO M
COMPUTER DATA BUS

CONTIGUOUS DATA DESCRIPTOR TABLE
COMMANDER

COKMAND DESIGN REVIEW
COMMAND DATA WORD

CENTER OF GRAVITY

CYCLIC GROUP DESCRIPTOR
CONFIGURATION INSPECTIUN
CREW INTERFACE

CONTROL INTERFACE ASSEMBLY
COMPUTER INTERFACE ADAPTER
CORTROL MONITOR
CONFIGURATIDN MANAGEMENTY
COMMAND

COMPLEMENTARY METAL-OXIDE-SEMICONDUCTOR

COHPUTER"

COMMON DATA POOL AKEA
COMMUNICATIONS SECURITY
CONTINUE SIGNAL

CLOCK PULSE

COMPUTER PRGGRAM UEVELOPEMENT SPECIFICATION

CORPUTER PROGRAM END ITEH

CENTRAL PROCESSING UNIT

CPU FAIL SIGNAL

CPU PRIORITY FOR BUS AGCESS

CARD READER

CATHODE RAY TUBE {iN DU)

CREW STATION

COXPUTER SUPPORT EWUIPMENT
CONTROL SECTION

CHANNEL SELECT NOT (SIGMAL 10 MIA}
CONTROL STICK STEERING

COMPUTER TEST SET

COMMUNICATION VECTOR TABLE
CONTROL HWORD

CONRHAND WORD

CAUTION AND WARNING ELECTRONICS UNIT
DLSCRETE

DISPLAY AND CONTROL
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utR = DISPLAY INITIATIUN AND RESPONSE

DsA - DIGITAL TO ANALUG

u/c — DISPLAY AND CONTROL

DatCal = DIGITAL ACQUISITIUON AND CUNTROL BUFFER UNIT {PCM HASTER})
GaPp ~ BIGITAL AUTG PILOT

dab -~ DATA BUFFER

Db — DATA BUS

uul — UATA BUS CUOUPLER

DG — DATA BUS GROUP

opl . — VATA $US INTERFACE UNIT — LAUNCH

Lola — DATA BU5S ISOLATION AMPLIFLER

UBN — DATA BUS NETIWHORK

oc — UISPLAY COUPLER

DCY_DOWNLIST GPC DAWNLIST FURMATTER (USER INTERFACE MOOULE}
OCI_CON_DATA DATA CUNVERSION {USER INTERFACE MODULE)
DCI_LYL_DISPLAY CYLLIL GISPLAY PROCESSING (USER INTERFACE MODULE}
LCI_FMT_DATA UATA FORMATTING {USER INTERFACE MODULE)

acH — DILSPLAY AND CONTROL MODULE

DLS_SYNC GPC/PCHHUL DATA CYCLE SYNCHRONIZER (USER INTERFACE MODULE}
ab — 0OELDUER DRIVER

LDECS = DEGICAYIED DISPLAY & CONTRUL SYSTEHMS

DO _uwh_LST_CONTROLS GPC DOWNLIST DATA CONTROLS PROCESSOR (UIM)
ooouy -~ DISPLAY DECODEK DRIVER UNLT

DOl — VEISUCRETE RIGEITAL INPUTS

DoM — DATA DISPLAY MGUULE

DOMaN — DISABLE DMA SIGNAL

ooa — UTSCRETE DIGITAL OUTPUT

o0s : = DEVAIL DESIGN SPECIFICATION

opu — DIGITAL DISPLAY UNI1T

aby — DISPLAY URIVER UNIT

LEG ~ DEGREES

D£T = DIGITAL EVENT TIMER

ugu — GISPLAY ELECTRONICS UNIT (IN MCDS]

oF = DATA FLOW

DFB — DISPLAY FORMAT BUFFER

LFI — BEVELDPEMENT FLIGHT INSTRUMENTATION -

DFT - LISPLAY FORMAT TABLES

OGI_LDB_I0 LBB 1/0 PROCESSOR (USER INTERFACE HODULE}
DGO_LDB_CudRYy LDB QUTPUT MESSAGE COORDINATOR (USER INTERFACE MODULE}
(1314 — UISCRETE INPUT

DIA — DISCRETE I/0 REGISTER {UF GPC}

LI — DISCKETE INPUT HIGH

ulL ~ DISCRETE INPUT LOW

DIM_ICC_COLLECTUR ICC MESSAGE COLLECTOR (USER INTERFACE HOOULE)
DIN — DRIRECT—IN INSTRULTION

DiPL —~ ULSPLAY INTTLAL PRGGRAM LOAD

DlS_PLAY DISPLAY PRESENTATION AND CONTROL (USER INTERFACE MODULE)
uIsp — DISPLACEMENT

0ise = OISPLAY FURCTION

olT — [EU INPUT TABLE

DLE — UATA LODAD CLOCK

OLC — UELAY LINE CONTROL

DLCN ~ uvATA LOAD CLOCK {70 LDAD SDR)

ulM_t2b_ROUT LDB HMESSAGE ROUTER {USER INTERFACE MODULE)
oLy — GEU LOAD TABLE

V! LMY OF THR
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oLY — GELAY
DM —~ OIODE MATRIX
DHA ~ BIRECT HEMORY ACCESS
{ DMATIN — DMA REGUEST SIGNAL
DMC_APP_INT APPLICATION CONTROL INTERFACE {USER INTERFACE MODULE)
DMC_MCOS_CNT HMCDS DISPLAY CONTROL (USER INTERFACE MODULE}
OMC_NEH_DISPLAY NeW DISPLAY PROCESSING (USER INTERFACE MODULE)
| DHC_SEQ_REu_PROC SEQUENCE REQUEST PROCESSING (USER INTERFACE MODULE}
; BMC_SUPER USER INTERFACE CONTROL SUPERVISOR {USER INTERFACE MODULE}
| DME ~ DISTANCE MEASURING EQUIPHMENT
P oME_ICC_ROUT I1CC MESSAGE ROUTER {USER INTERFACE MODULE)
| DRML_MCOS_IN MCDS INPUT PROCESSOR {USER INTERFACE HODULE)
. DMH_HCDS_PROCESS MCDS MESSAGE PROCESSOR .{USER INTERFACE HODULE)
DMMD — DISPLAY FORMAT HASS KEMORY DIRECTORY o
i BHP_HM_MSE_PROC HASS HEMORY KESSAGE PROCESSOR {USER INTERFACE HMODULE)
1 XS ~ DOCKING WMODULE SUBSYSTEHM -
i DMS_MSG_LSF * HESSAGE LINE SUPPORT FUNCTION {USER INTERFACE MODULE}
DNA_BMS APPLICATION HODING AND SEQUENCING (USER INTERFACE HODULE}
bo - D1SCRETE OUTPUT ‘
non — DEPARTHMENT UF DEFENSE
poL ~ DISCRETE OUTPUT LOW
DPES — DATA PROCESSING AMD SOFTWARE
nenc — DOWNLIST PARAMETER UUKP CONTROL TABLE
DPE — DATA PATH ERROR TABLE
DP# —~ UATA PATH MASK TABLE
{OPS -~ DATA PROCESSING SURSYSTEM OR DATA PROCESSING. SYSTEM
VDR - DATA REGISTER
'DRO — DESTRUCTIVE READOUT
TDSELN — DELAYED SELECT SIGNAL
DSKY —~ DISPLAY AND KEYBOARD
BSR — DATA SECTOR REGISTER
i DSK — DATA SECTDR REGISTER
{DTACN ~ UATA ACKNOWLEDGE SIGNAL

'UTH_TIME_HOMO TIME HOMODGENEOUS DATA REQUEST PROCESSOR (USER INTERFACE MODULE}
iDTRQN ~ DATA REQUEST SIGNAL ‘
DTS ~ DATA TRANSFER SYSTEM

(DTYC — DATA TRANSMISSION AND VERIFICATION CONVERTER
‘ou - UISPLAY UNLT {(IN HLDS)

JUHIM — MICRO ASSIST HARDWARE

B — SOURCE {MEMORY DRIVER}

(BT — SOURCE/SINK (HEMORY DRIVER)

(E/H ENERGY TO KWEIGHTY RATID

iEA ~ EFFECTIVE ALDRESS

|EACEH — ENGAGE ACTUATUR CUMMAND FAGING MOBULE
'EACGH — ELEVON ACTUATOR CUMMAND GENERATION MODULE
1EAS — BUUIVALENT ALK SPEED

JEC — EVENTS CONTROLLER

1ECY -~ EARTH CENTERLU INERT1ALS

{ECLSS — ENVIRONMENTAL CONTRUL AND LIFE SUPPORT SYSTEM
‘ECRY — EXPONENTIALLY CORRELATED RANDOM VARTABLES
;&ua ~ EXTERMNAL DATA BUS

'EH —~ ERROR HANDLING

(EIU — ENGINE INTEREACE UNIT

EHI — ELECTROMAGNETIC INTERFERENCE

HI, —~ EXTENDED MEMBRY UNLT
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PP

N
‘\-Lw'l

EOF

EOR

EOT

EUWN
EP/MCH
eps

EWE

ET

ET

ET

ETI1

£U

133]

EVA

EXEC
EREC
EXTPR

F.

FA

EAA

FALL

FAT

FC

.

FCOHL
FCHASYNL
FCMULEMD
FLHBMAN
FLHRLMASK
FLMBUSLM
FLRCSYNL
FuiulsSab
FCHDISTR
FCHMUSS TR
FUMENRCY
FLCMENSTR
FOCHENTR
FUMFOL
FLCHINMMEK
FLHINSSL
FCHISYNC
FCMLINLT
FLAMLSTR
FLMMLPH
FOMNINIT
FLHP ENIT
FOMeMou
FCHPUVLY
FLMRELST
FLCASATON
FLMSFALL
FCMSSYND
FLHSVC
FOCHMTSYNG
+COS

END DOF FILE

END UF REFRESH

END OF TAPE

eND OF WORD NUOT {SILNAL FRO# HIA TO LRU)
EATENDED PERFORMANCE/MODULAR CORE MEMORY
ELECTRICAL POWER SYSTEM

EVENT QUEUE ELEMENT

EXTERNAL TANK

ELAPSED TIME

ELAPSED TIME

ELAPSED TIHE INDICATOR

ENGINREERING UNLT

ELECTRONICS UNIT

EXTRAVERICULAR ACTIVITY

EXECUTE

eRECUT LVE

EXTERNAL PRIDRLIY FOR BUS ACCESS

FLOATING PUINT

FLIGHT AFT

FALSE ALARM AVUIDANCE

FIRST ARTICLE CONFIGURATION INSPECTION
FLIGHT ATTITULE TABLE

FLI1GHY CONTROL

FLIGHT COMPUTER

FLIGHY CONTROL HYDRAULICS LABORATORY

INETIAL S51pF SYNCHRONIZATIUN {FCOS MODULE)
USER MOLIFICATION UfF BLE CHAINS (FCOS WOLDULE}
USER/7GROUND REQUESTED RECUNFIGURATION {FCOS MOUULE)
dUS/UATA PATH HASK MANAGEMeENT {FCOS MODULE)
USER/GROUNL REQUESTED ReCONFIGURATION {FCOS MODULE)
NORMAL SSIP SYNCHRONIZATION {FCOS HUODULE)
LISABLE TRANSHITTER sReCEivek SUBROUTINE
DISABLE TRANSHITTER SUBRUUTINE

U1SABLE STRINL SUbKUUTINe

EMAoLE RECEIVER SUBHOUUTINE

TMABLE STRIMG SUBRUUTINE

LNABLE TRANSHITTER SUSHOUTINE

FAULT ULTECTIUN IOLNTALFLICATIUN {FCOS MODULE)
REAU BLUCK FROM #M HUUTINE

SYSTEH SOFTWARE LUADER (FLUS HDDULE}

I/0 SYHCHRONIZATION {FCOS MOUULE)

LNE TIME INAITIALIZATION ROUTINE

HUOE STRING SUBRUUTINE

HEC—EIU PORT MANAGEMENT SUBKUUTINE

NURMAL INITIALIZATIUN (FLUS MODULEY

POWER TRBANSIENT INLTLIALIZATION (FCOS MODULE)
PROGHAM MUDLIFICATION (FLUS KODULE)

PRUGRAN OVERLAY {FCOS MuDULE)

RELEASE STRINGS SUBROUTINE

NUHINAL STRING ASSIGNMENT SUBROUTINT

SYNC Falb PHOCESSOR (FCDS HODULE)

SVE SYNCHRONIZATION (FCOS MODULE} :
CONFIGURATION MANAGEMEMT SVC SERVICING (FCOS MDOULE)
TIMER SYNCHROCNIZATIUN (FLLS MODULE}

FLIGHT COMPUTER OPERATING SYSTEM
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FCOS

FCS

FCSM

CH

Fu

FOA

FUBK

FOI

FOIR

FOM

FOS

FELD

FET

£F

FHF

1

FIFO
FIOBCERR
FIOCLIPR
FYOCMPLT
FIOCTDPE
FIOERRLA
FIDERRLB
FIGERRLLG
FIOFCHAPT
FIOHLTHM
FIOQICCF
EIOLGERR
FIORLCINT
FIOMCHET
FIOHMCNTL
EIOHMCHP
P 10HMCY
FLOMMDSP
FIOMMMGR
FL1OMMMSC
FIONMPLY
FIQHMSTR
FIOHMTHR
FIOMMTYE
FIOHNTR
FLOMPSDO
FIONMRAW
FIGMSCTD
FIDMSETB
FIUMSFD
FIONCHPT
FIOPLISP
F10PROT
FIOPSDTO
FLOPURGE
FIORESET
FIORSLY
FIOSVC
FK8

Frrlr et

[ T I R

[ B | l (A | LI T R O O I I |

1

Frer bt

11

FLIGHT CONTROL OPERATIONAL SOFTHARE
FLIGHT CONTROL SYSTEM

FLIGHT CONTROL SUHROUTINE HODULE

FORMAT CONTROL WORD (FOR DISPLAY}

FAULT DETECTION

FAULT DETECTIUN ANNUNCIATION

FEEDBACK

FAULT DETECTION AND IDENTYIFICATION
FAULT DETECTION 1DENTIFICATION AND RECOVERY
FREGUENCY DIVISION MULTIPLEXER
FUNCTIONAL DES1GN SPECIFICATION

FLIGHT EQUIPHENT INTERFACE DEVELOPEMENT
FIELD~EFFECT TRANSISTOR

FLLGHT FORWAKD

FIRST HORLZONTAL FLIGHT

FAULT 1DENTIFICATION

FIRST—IH-FIRST-OUT

SCE NO/GD PROCEUURE

IPR SUBROUTINE

COMPLETION PROCESSING (FCOS MODULE}
COUNT DATA PATH ERROR PKUCEDURE

1/0 ERROR HANULER, LEVEL A (FCOS MODULE)
1/6 ERROR HANDLER, LEVEL B (FCOS MODULE)
I/0 ERROR HANDLER, LEVEL C (FCOS MOGULE}
LRROR COMPLETION SUBRUUTINE

MASS MEMORY HALT PROCESSOR (FCOS HOPULE)
ICC FAILURE SUBRDUTINE

1/0 ERROR LOG PROGRAM (FCOS MODULE}

MSC L/0 HONITOR ENTRY POINT .

MSC 1/0 MONITOK ENTRY POLNT

MSC CONTROL PROGRAM {FCOS MODULE)

AM COHPLETION PROCESSING SUBROUTINE

HHM CHECKSUH VERIFLICATION SUBROUTINE

MM INITIATE REUUEST SUBROUTINE .
MASS MEMORY MANAGEMENT ROUTINE (FCOS MODULE}
MASS MEMORY HSC ROUTINE {FCOS HODULE)
Hit PROCESS INCUMING IOQE®S SUSROUTINE
MK ATTEMPT TO START REGQUEST SUBROUTINE
HH HMONITOR OUTSTANDING REQUESTS SUBROUTINE
MM BUILD AND CHAIN TUE SUBRUUTINE
HSC I/0 MONITOR PRGGRAM (FCOS MODULE)
MSC PSEUDD BUSY PROGRAM (FCOS HODULE)
HSC I/0 MONITOR ENTRY POINT

MSC TIMEGUT PROCEDURE | :

MSC BCE KESET PROGRAM (FCOS HODULE)

SET FAIL DISCRETES PROGRAM (FCOS KODULE)
NORMAL COMPLETION SUBROUTINE

10P DISPATCHING (FCOS HODULE)

PROTECTEG TRANSACTIGN SUBKGUTINE

NSC PSEUDO TIREGUY PROCEDURE
TEKHINATION FRUCESSING (FCOS MODULE)

1777 RESET PROCEDURE
AisS MEMORY CONTENTION RESOLUTION ROUTINE (FCOS MODULE)
1/0 SVC SERVICING (FCOS MODULE)

FLIGHT DISPLAY KEYBOARE
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e | FHEC

FPRCANCL
FPHCLOSE
FPHDISP

FPMERLOG
FPREVAL

FPHEVDEQ
FPMEVENG
FPHFCLOS
FPMLEPCT
FPHIHIM

FPMIHMC

FPHIHPC2
FPHIHPGH
FPHMTURH
FPHOPSCN
FPHREL

FPMRES

FPHRESET
i FPMSCHED
FPMSDERR
FPMSET
FPHSIGNL
FPHSTAT

FPMSVC .

FPRTERH
FPRTHDEQ
FPMTHENQ
FPMTHHAL
FPMUPHTU
FPMUPRIC
FPRWAIT .
FRL
i FRY ..
FRT
FS
FS
FSP
FSRR.
FSSR
| FSH

FTP

FVF

Fwl
r
GEC

e e it vt e s = e sy

[

EPMSTAT -
FPHSHTCH
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FLIGHT LOG RECORDE&R
FREQUENCY MOQULATIUN
FORKWARD HASTER EVENTS CONTRUOLLER
FAXL OPERATIONALFFAIL SAFE
FIRST OPERATIONAL FLIGHT
FIELD OF VIEW
FIXED POINT
FLOATING POINT
CANCEL PROCESSING (FCOS HMODULE)
CLOSE PROCESSING {FCOS HODULE)
PROCESS DISPATCHING (FCOS5 HUDULE)
ERRDR LOGGING {FCOS MODULE)
EVENT EVALUATOR {FCOS MODULE)
EVENY DEQUEUE PROCESSING {(FCUS MODULE}
EVENT QUEUE GENERATION (FCOS MODULE)
FORCED CLOSE PRUCESSING {FCOS HODULE)
INHIBIT/ENABLE APPLICATION PROCESSES (FCOS MODULE}
INSTRUCTION MONITOR INTERRUPT HANDLER {FCOS MODULE)
HACHINE CHECK INTERRUPY HANDLER (FfCGS MODULE}
TIMER QUEUE ELEMENT EXPIRATION (FCOS MODULE}
PROGRAH INTERRUPT HANDLER (FCGS HODULE)
HTU REDUNRDANCY WANAGEMENT {(FCOS MODULE)
OP5 CANCE.L PROCESSING {FCOS MODULE)
RELEASE RESOURCE LOCK (FCOS MODULE)}
RESERYE RESOURCE LOCK (FCDS MODULE}
SET EVENT STATE TO FALSE (FCUS MODULE)
PROCESS SCHEDULING (FCOS HODULE}
PROCESS 'ERROR RECOVERY (FCOS MODULE}
SET: EVENT- STATE-TC. TRUE: {ECOS H40BULE)
PULSE EVENT STATE {FCOS MODULE)
PRIO FUNCTION {FCUS MODULE)
APPLICATION ERROR. NUKBER RLQUQS? {FCUS MODULE}
SVYC HANDLING {FCOS MOOULEY) | .-
PROCESS SHITCHING (FCOS HODULE)
TERHINATE PROCESSING (FCOS HUDULE)
TIMER DEQUEUE PROCESSING (FCOS MKODULE)
TIME QUEDE GEMERATION (FCOS RODULE)
APPLICATIONS REQUESTS FOR TIME AND DATE {FCOS HODULE)
KASTER TIMING UNIT UPDATES (FCOS MODDULE)
UPDATE PRIDRITY FUNCTION {FCOS HUDULEF
HAIT PROCESSING (FCOS WMUDLULE}
FRAME REFERENCE LINE ~
FLIGHT READINESS TEST
FREQUENCY RESPONSE TEST
FAULT SUMMARY
FULL SCALE p
FAULT SUMHMARY PAGE
FLIGHT SOFTWARE READINESS REVIEMW
FUNCTIONAL SUBSYSTEMS SOFTHARE REQUIREMENTS DOCUMENT
FLIGHT SOFTWARE-PACKAGE
FUNCTIONAL TEST PROGRAM
FIRST VERTICAL FLIGHT
FULLWORD
GRAVITY

'GUIDANCE AND CONTROL
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. { GLN

[ i ]

; i GCHN
| GLKON
. GHI

! GNEC
i GNu

" GPC

t GPTE
| bPLIN
i wRUN

i GRT

| &Sk

i GSIU
| 657

P H/

i HAC

l HALZS
i HFT

! HBGA

{ HS1

. HSP

l 213

I

I/0
IA

IA

. TAS

I8CHUX
. 1ER

i1c
1cC

LLC

. icC

L . 1Ly
- ID

: : 1L

ups
IHM
iM4S
IMS/FOR
CIMY
IMU .
INTIRPY
10aA
1LB
1UM
Iup
1OPLHS
10PT
1uQe
iPL
IFLL
IPLS
IPR

GUIDANCE ANG NAYIGATION

GENERAL COMPUTER

GATE COKMAND WURD STI&SNAL

GATED LOCKOUT SIGNAL (1PL HODE)
GREENWICH MEAN TIME

GUIDANCE, NAVIGATIUN ANU CONTROL
GROUND

GENERAL PURPDSE COMPUTER (CPU AND IOP)
GEMERAL PURPOSE TEST EGUIPMENT
GRANT PRIORITY L TU OMA

WATE TRI-STATE URLVERS SIGLNAL
LPC RECUNFIGURATION TABLE
GROUND SUPPOKT EQUIPMENT

GROUND STANDARD INTERFACE tWIT
GPCL STATUS TASLE

HARDWARE

HEAOING ALIGNMENT CYLINDER
PROGRAMMING' LANGUAGE

MORIZONTAL FLIGHT TEST

HIGH GAIN ANTENNA

HORIZONTAL SITUATION INDXICATION
HYDRAULIC SYSTEH PRESSURE
HALFHORD

SINK {MEMORY DRIVER)
INPUT/QUTPUY

INUIRECT ADURESS

INPUT AX1S

INDICATEL AIRSPEED

INNER BUS CONTROL MULTIPLEXER
INTERRATIONAL BUSINESS HACHINES
INSTRUCTION COUNTER
INTERCOMPUTER COMMUNICATIUNS
INTERCOMPUTER CHANNEL
INTER—CUMPUTER CHANNEL {FCOS MODULE}
INTERFACE CONTROL UOCURENT
INSIUE DIAMETER

IDENTIFICATION NUMBER

INTERFACE DIGITAL PRUCESSUR
IMMEQIATE -

INHIolT MAIN STORE

INHIBIT MAIN STORE/POXEK ON RESET SIGNALS
1LC MESSAGE TABLE

INERTIAL MEASUREMENT UNIT
INTERRUPT -

I/U ADAPTER

1/0 BUX

INPUT/OUTPUT MODULE

INPUT/BUTPUY PROCESSUR '
INPUT/QUTPUT PROCESSUR INHMIBIT MAIN STORE

- PCHMU 1/00 PARAMETER TABLE

INPUT/OUTPUT QUEUE ELEMENT
INITIAL PROGKAH LOAD

INITIAL PROGRAM LOAD COMPLETE
INITIAL PROGRAM LOAD STARY
INPUT PROBLEH REPORY
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IRIG
Iss
ITA
iTo
iu
IUA
IVA
JCL
JED
Kb
KBPS
KoU
-KBUA
KM4/7HR
KOFS
KVT
KYBD
L/D
LBR
LC
LCC
LCHD
LCOH
LOA
Loa
r LDS
LGT
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INTER-RANGE INSTRUMENTATILN GKOUP TELEMETRY STANDARDS
INHIBIT/OYERRIDE SUMMAKY SNAPSHOT DISPLAY
INTEGRATED TEST AREA

INITIAL TIMEOUT

INTERFACE UNLY

INTERFACE UNIT ADDRESS
INTRAVEHICULAR ACTIVITY

JOB CONTROL LANGUAGE

JULIAN EPHEMERIS DATA

KEYBOARD

KILDBITS PER SECOND

KEYS8OARD UNLT {IN MCUS)

KEYBOARD UNIT ADAPTER
KILOMETER/HOUR

THOUSANDS OF UPERATIONS PER SECOND
KEYBOAKD YERTIFICATION TAbLE
KEYBOARD

LIFT TO DRAG

LOAD BASE REGISTER
INDUCTOR-CAPACLITOR

LOAD CKOSS—COUPLE KEGLSTER

LKU COMMAND SIGNAL TO MIA

LOGIC CONTROL SUTPUT HUDULE

LRU DATA AVAILABLE SIGNAL TQ MIA
LAUNCH DATA BUS
LANDING/DECELERATION SUBSYSTEM
LOCK GROUP TABLE

LEFT INBCARD S

LEFT UUTBOARD

LAUNCH PROCESSOR SYSTEM

LDAD PROGRAM STATUS

LRU RECEIVE ERABLE SIGNAL TO HIA
LOGICAL RECORDS UF FIXED LENGTH .
LRU RESET SIGNAL TO HIA-

LINE REPLACEABLE UNIT

LOCAL STORE

LAUNCH SEQUENCE PROCESSUR

LEAST SIGNIFICANT BIT
LARGE—SCALE INTEGRATIUN

"LRU TRANSMIT ENABLE SIGNAL TO MIA

LtOAD TIKEOUT REGISTER

LINEAR YOLTAGE DIFFERENTIAL TRANSFURHER
METERS ... :

KICRD ARCHITECTUR&

MILLIAMPERE

VELOCITY RELATIVE TO THE SPEED OF SOUND
MERGE AND CORRELATE RECURLED oQUTPUT
MISCELLANEOUS. APPLICATION CONTROL TABLE
HINIHUM AUTOLAND ENTRY POINT -
MALFUNCTION

HLDS ALLBCATLION TABLE

HAIN BUS )

MACHINE CHECK INTERRUPT. :
MULTIFUNCTION CATHODE RAY TUBE DISPLAY SYSTeM

MACHINE RESET SlbNaL
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MC1U
HLIU
MCH1N
HKCHZN
HCL4N
MCLSN
MDo
HDM
MDHM
SOR

HEC
MiCO
MET
MF
MFO
LY
MI8
MM
MMHG
MHL
MRU
HCH
HPOR
HPS
HPS
M5B

HSBLS

MSC
HSC
H56
HSI
MsS
Hsu
MT
HTC
HTO
HTS
MTS
MTU
MUBN
Hux
N/A
N/L
NAS
NASA
NaV
NEP
NMI
Mo
NRZ,
NSAT
NSP
HHS
OASCE

rrtr1r1r et
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MANIPULATOR CONTROLLER INTERFACE UNIT
MASTER CONTROLLER INTERFACE UNIT
EXTERNAL MEHMDRY CONFIGURATION DISCRETE
EXTERNAL MEHORY CONFIGURATION DISCRETE
EXTERNAL MEMORY CONFIGURATION DISCRETE
EXTERNAL MEMORY CONFIGURATION DISCRETE
HAIN MEMORY, DATA QUTPUT BUS

HODULATOR DEMODULATOR
MULTIPLEXER/DEMULTIPLEXER

HIA DATA READY SIGNAL TOU LRU

HAIN ENGINE

HMASTER EVENTS CONTROLLER

HAIN ENGINE CUTORF

MISSION ELAPSED TIME

MAJOR FUNCTION

HULTIFUNCTION OVERLAY

MULTIPLEXER INTERFACE ADAPTER
MULTILAYER INTERCONNECTION BOARDS

MASS MEMORY

HILLIHETERS OF MERCURY

HASS MEMORY UNIT

HOMENTARY

HASTER POWER—UN RESET
MODULAR PUWER SUPPLY

MAIN PROPULSION SYSTEM

MOST S1GNIFICANY B1T
MICRUWAVE SCAN BEAM LANDING SYSTER
MASTER SEQUENCE CONTROLLER {IN IOP}
HODING, SEQUENCE AND CONTROL
HESSAGE

MEDIUM—SCALE INTEGRATION
HISSION SPECTALIST STATION
MASS STORAGE UNIT

MISSION TIME

HASTER THRUST CONTROLLER

BCE MAXIMUM TIMEQUT
HICRDPROGRAHMMED TEST SYSTEM
MAGNETIC TAPE SYSTEM

HASTER TIMING UNIT

HIA BUSY NOT SIGNAL TO LRU
MULTIPLEXER

NOT APPLICABLE
NORMALZLATERAL

NONAYIONICS SIMULATORS

NATIUNAL AERONAUTICS AND SPACE ADMINISTRATION

NAVIGATION

NORMAL ENTRY POINY

HAUTICAL MILES

NDO DPERATION

NON-RETURN-TO—2ERD

NOMINAL STRING ASSIGNMENT TABLE
NETWORK SIGNAL PROCESSOR

NOSEWHEEL STEERING

ORBITER AVIUNICS SUFTHWARE CONTROL BOARD

104




¢ acc

G
UbRr

OFI
OFP
" orsT
OET
a1

©op

' ops

. ave
PsL
P/N,
P/S
p/s

i PACM

i PBAN

PLD

PHAD;
PHIA
PHS
PHU
PO

£

[

PLT

OVERCURRENT CUMPARATOR
NQUTSIDE DIAHETER

OUTPUT DATA GATE (2)

GUTPUT DATA REOUNDANCY
GREXTAL FLIGHT

OPERATIONAL FLIGHT INSTRUMENTATION
OPERATIONAL FLIGHT PRUGHAH
UFFSET

OREBITAL FLIGHT TEST
DPERATIONAL INSTRUMENTATLION
ODREITER MANEUVERING SUBSYSTEM
OPFERATION

OPERATIONAL SEWUENCE
OVERVOLTAGE COMPARATOR

PAY LOAD

POSITIVE/NEGATIVE

POWER SUPPLY

PARALLEL 70O, SERIAL CONVERTERS
PITCH aXI$S COWNTROL ¥ODULE
POLYBUTADIENE ACRYLONETRILE
PUSHBUTTON INDICATOR

PROGRAHK COUNTER

PRINTED CIRCUIT BOARD
PROGRAM CONTROLLED INPUT
PULSE CODE MGDULATION

PULSE CODE HODULATION HASTER UNIT
PRDOGRAM CONTROLLED CUTPUT
PITCH AXI5 CONTROL SUBMDOULE
PROCESS CONTROL TABLE

PROCESS DIRECTAORY ENTRY
PAYLOAD DATA INTERLEAVER
PRELIMEINARY DESIGMN REVIEW
PROGRAM EXCEPTION INTERRUPY
PARITY ERRDR :
PRELIMINARY EFFECTIVE ADDRESS
PHASED TIME ELAPSED

PRIMARY FLIGHT CONTROL RESETY

- PRIMARY FLIGHT CONTROL SYSTEM

POWER GENERATION SUBSYSTEH
PAYLOAD HANDLING STATION
PUT—~AKAY INITIALIZATION
PYRO INXTIATOR CONTROLLER
PAYLOAD

PAYLOAD

PROGRAM LISTING DOCUMENT

- PAYLOAD HMANAGEMENT

PAYLOAD MONITORING

PILOT

PERFORHANCE #ONLITOR

PERFORMANCE MANAGEMENT

PERFORMANCE HMONITOR ANNUNCIATOR DRIVER
PARALLEL MULTIPLEXER INTERFACE ADAPTER
PERFORMANCE MONITORING SYSTEH

PCH [PULSE CODE HODULATION} HMASTER UNIT
POWER ON i
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i . ' PD

PARAHETER OVERRIUE DISPLAY

POD -
ir- POl ~ POWER ON/OFF INTERRUPT
PN 4 [ POID - POWER UFF INTERRUPT DELAYEU
i ' I pOXL - POWER SUPPLY INHIBIT LINE
i POR — POWER-UN RESET
v © PRD ~ PROGRAHM REYUIREMENTS DOLUMENT
i i PRE — PULSE REPETITION FREGUENLY
: . PRI — PRIHARY
i ! PRIO - PRIORITY FUNCTION
. ¢ PRD ~ PROCEED ‘
s " PROM — PROGRAMMABLE READ—-ONLY MEMORY
E i PS —~ POWER SUPPLY
i © PSA — PREFERRED STORAGE AREA
. PSA — PREFERRED STORAGE AREA
i PSBIT — POWER SUPPLY BUILT-IN TEST
PSP — BAYLOAD SIGNAL PROCESSOK
. . PSH —~ PRUGRAM STATUS WORD
B PTD — PROGRAM TELSTING OOCUMENT
i L OPUT — POWER UP TRIGGER (?)
v i PVT ~ PRESSURE VOLUME TEMPERATUHE
i . PHR - POHER INTERRUPT
: . R — REPEAT
' R/H - .
{OR/H — READ/WRITE
i RA — RADAR ALTIMETER
;. RACH — ROLL AX1S CONTROL MODULE
i RAD — RADIANS
RAI — RADAR ALTIMETER INDICATOR
B RALT —~ RAUAR ALTIMETER
,; ' . RAM ~ RANDGM ACCESS MEMORY
g' " RAN — REPEAT UNTIL ALL BCES AKE WAITING
: RC — RESISTOR-CAPACITOR
; RCC — RELDUNDANCY CONNECTION CONTROL
; RCS — RECEIVED COHMAND S$YNC SIGNAL FROM MIA TO LAY
o © RCS ~ REACTION CONTROL SYSTEM
:”dl © ROD ~ REW IREKENT DEFINITION DUOCUMENT
‘ RDL ~ RECEIVE DATA LONG (FORMAT)
S . . RDP — REQUIREMENTS DEVELUPEMENT PLAN
A RDS — HECEIVE DATA SHORT (FORMAT)
ROW —. RESPONSE DATA HWORD {FROM DEU)
REC ~ RECEIVE
REGCLK ~ REGISTER CLOCK SLIGNAL FRDM MIA TO LRU
f RET — RETURN
;: - RF — RADIO FREQUENCY
: " RFD — REQUIREMENT FORHULATION DUCUMENT
H RFI — RADIO FREQUENCY INTERFERERNCE
H RG ~ RATE GYRO
;- RGA —~ RATE GYRD ASSEHMBLY
¥ - RGT —~ RATE GRUUP TABLE
; | RHC — ROTATIONAL HAND CONTROLLER
& . R1 — REGISTER IMMEDIATE
i * RIB ~ RESET INDICATOR BIT
: RIB . ~ RIGHT INBOARD
RICC — REMOTE INTEKRCOMPUTER COMMUNICATIONS INTERFAGE
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RJDA
R.DF
RJOD

RMC
ROB
ROM
ROS
ROSAR
ROSBR
ROSDR
RPM
RETA
RR
RR
RREU
RS
R%

4
RSIFN
RTC
RTCE
RTLS
REM

s/C
s/D
S/

SACS

SAIL
SAR
SAT
5ATS
58
SBAS
SBHC

- SBMC

SBTC
scC
sC
sC
5CB
scC
SCLN
SCRH
5CH4
SCH
SCSN
5CT
scu
scu
SDAN
SDF
50L

[0 T T N T T U T T Y T TN U U TN O T T T Y N T S Y 1 N Y A T O O T N I A A O

REACTION JET DRXVER AFT

REACTION JET DRIVER FORWARD
REACTION JEY OMS DBRIVER

REDUNDANCY MANAGEMENT

REDUNDANCY MANAGEMENT CUNTROL
RIGHT OUTBOARD

READ-ONLY MEMODRY

READ-ONLY STORE

READ ONLY STORE ADDRESS ReGISTER
MICROPROGRAM LINK REGISTER

AEAD ONLY STORE DATA REGISTER
REVOLUTIONS PER HINUTE

RUDDER PEDAL TRANSDUCER ASSEMBLY
REGISTER TO REGISTER

RENDEZVOUS RADAR

REHDEZVOUS RADAR ELECTROMICS UNIT
REGISTER TO STDRAGE

REDUNDANT SETS

REDUNDANCY STATUS

RESET INTERFACE SIGNAL

REAL~TIME COMMAND

ROTATION AND TRANSLATION LONTROL ELECTRONICS
RETURN TO LAUNCH SITE

READ/HRITE KEMORY

SIGN BIT

POMER TRANSIENT FLAG (IN RUH)
SIGNAL CONDITIONER
SKELETON/DYNARIC

SOFTHARE . ., .

SYSTEM SOFTWARE .AYIONICS COHMAND SUPPORT
SHUTTLE AVIONXICS INTEGRATLICN LABORATORY
STORAGE ADDRESS REGISTER

STRING ASSISNMENT TASGLE

SHUTTLE AVIONICS TEST SYSTEM
SPEEDBRAKE

S—-BAND ANTENNA SHITGCH

SPEEDBRAKE HAND CONTROLLER
SPEEDBRAKE MANUAL CONTROL
SPEEDBRAKE THRUST CONTROLLER
SUPERVISOR CALL INTERRUPT

STORAGE COMPLEYE [FOR POWER DOWN)
SYSTEM CONTROL SOFTHARE

SOFTWARE CONTROL BOARD

SCH COMPARISON DISPLAY

STORAGE ADDRESS REGISTER LOAD LOCK
SUBSYSTER CONFIGURATION MANAGEMENT
SUBSYSTEM CONFIGURAYION MONLITORING
SYSTEM CONTROL MOOULE

SPLIT CYCLE STORE COMMAND LINE
SUBCOM TABLE

SEQUENCE CONTROL URLT

SEARCH COMPLETE WOURD

BIT COUNT ERROR SIGNAL FKUM MIA TO LRU
SIMULATION DATA FILE

SUFTHARE DEVELOPMENT LABURATORY
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SUR
SLR
SUR
508
SLY
SELN
SEUNG
SkEY
SF

SFG
515
SLLS
SHS
54
SIB
SIM
§10
SiP
SH
SMCH
SHRD
SMSC
SMT
SUCS
sop
SUW
SBOBK
SPEL
5PGAT
SPI
SPL
SPU
Sy
SRS
SRM
SRS
SRU
SSAD
S5
580
$50n
55EP
SSL
550
55K

STaDU
STON
STP
STPLIN
STP2N

STRLN

STRHAN
STRPN

HTORALE DATA ReGISTER

SERLIES OISSIPATIVE RESULATUR
SUFTHARE DESIGN REGUIAEMENTS
SHUTTLE DYNAMICS SIMULATUR

STRING UDEFINRITION TABLE

SELGCT {MEMORY 1INITIATE SIGNAL)
SEQUENCING

HESSAGE VALIDLITY T&ST

SCALE FACTOK

SELECYIUN FILTER

SELCTION FILTER CONTROL

SYHAUL GENERATION

SPACE-GROUND LINK SUBSYSTEM
SIMULATION HARDWARE SYSTEM

STORAGE IMMEDIATE

SET INDICATUR 8IT

SIMULATION

StRIAL 170

SYSTEH INTERFACE PROLESSOR

SYSTEN MANAGEMENT

SMALL MODULAR LORE HMEMORY (IN DEU}
SPIN MOTOR RUN DIRECTOR/DIRECTION
SOFTHARE MODING. SEQUENCLING AND CONTROL
STRING HUDE TABLE

SUBSYSTEM OPERATING AND CHELKUUT SYSTEY
SOFTWARE OPZRATING FROGRAM
STATEMENT OF WUKK

'SPEEDBRAKE
" SPECIALIST FUNCTION

SURFACE PUSITION GIMBAL ANGLE_INDICATOR
SURFACE POSITION INDICATUR

"SCRATCH PAD LINE

SHALL PROCESSOR (1IN DISPLAY CONTROLLER)
SUPER UUEUE

SOLID ROCKET BOOSTER

SOLID ROCKET HOTOR

SHOKT REGISTER TU STORAGE

SOFTHARE SYSTEM AMALYSLS DOCUMENT
STORE STATUS AND CLEAR

SPACECRAFT SDFTHARE DIVISION
SOFTHARE SYSTEM DESIGN OUCUHENT
SYSTEHMS SOFTHARE INTERFACE PROCESSING
SYSTEA SOFTWARE LUADER

SYSTEMS SOFTWARE OFFICE

STORE STATUS AND WALT

STAR TRACKER

SYSTER TERMINATION AND DISPLAY UNIT
SPAGCE TRACKING AND DATA NETWORK
SELF-TEST PROGRAM

5Taop CONTROL SIGNAL

STOP CONTROL SIGNAL

DMA STORE CONTROL SIGNAL

PURE STORE CONTROL SIGNAL E€EXTERNAL MERORY)
STURE PROTECT SIGNAL
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L

SVe
SYRN
s8YS
T/F
T/R
TAC
TACAN
TACFM
TAEH
TAS
TAT
TATI
T8
TED
TS
TCS
TCS—S
TCS5-1
Tcy
TOL
TURS
TURSS
TOS
TEL
TFOV
TFS
TGAP
THC
THCB
THXR
TIiCH
TLH

THP

TUC
TuE
TR
TRANS
TRSD
TSEN
TSu
TTL
Y
TV
ive
TVCD
uce
UDF
upse
UHF

Ul
uTc
UTE
uTl

rrrertrt

| T A I A |

L2 I O A

I

SUPERVISOR CALL INSTRUCTION

SYSTEH RESET SIGNAL

SYSTEM INTEHRUPT

TRUE/FALSE

TRANSMIT/RECELVE

TACAN INPUT CARD

TACGTICAL AIR NAVIGATIUN

TAKEOVER ACTUATOR CUOMMAND FADING HODULE
TERMINAL AREA EMNERLY HANAGEMENT

TRUE AIRSPEED

TOTAL AIR TEMPERATURE

TOTAL AIR TEMBERATURE INDICATOR

TALKBACK

TO BE DETERMIRNED

TRANSHIY COMMAND SYNC

TEST CALL SUPERVISOR

TEST CONTROL SUPERVISUOR SEQUENCE PROCESSOR
TEST CONTROL SUPERVISOR SINGLE COMMAND PROCESSOR
TEXPERATURE-CONTROLLED VOLTAGE REGULATORS
TRANSMIT DATA LONG {FORMAT)

TRACKING AND DATA RELAY SATELLITE

TRACKING AND DATA RELAY SATELLITE SYSTEM
TRANSHIT DATA SHORT (FORHMAT)

TELEMEYRY FORMAT LOAD

TOTAL FIELD OF VYXIEW

TELEMETRY FORMAT SELECTION

INTERWORD GAP TIRE (7}

TRANSLATIONAL HAND CONTROLLER

TIME HOKODGENEOUS DATA SET CONTROUOL/BUFFER TABLE
YIME HOKOGEREDQUS -GATA SET CROSS REFERENCE TABLE

TEST "ENTERFACE CORTROL MDDULE

TELEMETRY

TIKE MANAGEMENT ?RGCESSUR : . -
TIKEQUT ' ’ Lo
TEST OPERATIONS CENTER

TIMER UUEUE ELEMENT

FTRANSHITTER/RECEIVER

TRANSFER

TRISTATE REGISTER ENABLE NOY SIGNAL FROM MIA TO LRU
TEST SDFTHARE PALKAGE
TRANSISTOR/TRANSISTOR LOGIC
TELETYPERRITER

TELEVISION

THRUST VECTOR CONTROL
THRUST VECTOR CONTRDL DRIVER
USER-WRITTEN CONTROL PROGRAM
UTILIYY AND BATA FLOW

UI DOHNLIST STURAGE BUFFER
ULTRA-HIGH FREQUENCY

USER INTERFACE SOFTHARE

USER INTERFACE HODULL
UNIVERSAL TiME COHPENSATEL
UNIVERSAL TEST EwUIFMENT
UNIVEKSAL TIME L
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o

V . —
veo -
Vud -
VUMLK -
VEEF .
vsl -
/Py {UR Z2)—
wAT -
Hoo -
WhFUM -
wUAL -
Wl -
HUNG -
WO -
€h -
wSC -
AUDSy . -
XFER -
AMT -
YALH -
SaridX -
5aMX% -
S543XX -

VALIGLTY FLAG (IN RODW)
VOLTAGE-CONTROLLED OSCILLATUR
VEHICLE DYNAMIC SIMULATUR SYSTEM
VERTICAL 6YRO MISALIGHHENT COMPENSATION HODULE
VULTAGLE REFcRENCE

VERTICAL SPeED INUDICATUR

WAY PUINT 1 (uk 23}

HALT

Wi1DE BAND

WiUE BAND FREGUENCY LIVISION MULTIPLEXER
WHEELS DUWN AND LOUCKLU

WALT FUR INUEX INSTRUCTIuUN

wEIGHRT ON NUSE GEAR

WEIGHT ON WHEELS

HURKING REGLISTor

RIOE BAND SIGNAL CONUDITIUNER
TRANSMIT DISAsLe UISLRETE

TRANSPER

TRANSHMITTER

Yhe AXIS CUNTROL MODULc

AlLH SPEZD SNH400 TTL CIALUITS
STANDARY SPe&D SNS540C TTL CIRCUITS
HILHEST SPEED SNS4uu TTL CL1hCUITS

Lo
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