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FOREWORD

The prospect of undertaking a reusable launch vehicle development led the NASA
Office of Manned Space Flight (OMSF') to request the Office of Advanced Research and
Technology (OART) to organize and direct a program to develop the technology that
would aid in selecting the best system alternatives and that would support the ultimate
development of an earth-to~orbit shuttle, Such a Space Transportation System Tech-
nology Program has been initiated, OART, OMSF, and NASA Flight and Research
Centers with the considerable inputs of Department of Defense personnel have genera-
ted the program through the efforts of several Technology Working Groups and a Tech-
nology Steering Group. Funding and management of the recommended efforts is being
accomplished through the normal OART and OMSF line management channels. The
work is being done in government laboratories and under contract with industry and
universities. Foreign nations have been invited to participate in this work as well.
Substantial funding, from both OART and OMSF, was applied during the second half of
fiscal year 1970,

The Space Transportation System Technology Symposium held at the NASA Lewis
Research Center, Cleveland, Ohio, July 15-17, 1970, was the first public report on
that program. The Symposium goals were to consider the technology problems, their
status, and the prospective program outlook for the benefit of the industry, govern-
ment, university, and foreign participants considered to be contributors to the pro-
gram, In addition, it offered an opportunity to identify the responsible individuals al-
ready engaged in the program. The Symposium sessions were intended to confront
each presenter with his technical peers as listeners, and this, I believe, was substan-
tially accomplished,

Because of the high interest in the material presented, and also because the people
who could edit the output are already deeply involved in other important tasks, we have
elected to publish the material essentially as it was presented, utilizing mainly the il-
lustrations used by the presenters along with brief words of explanation. Those who
heard the presentations, and those who are technically astute in specialty areas, can
probably put this story together again. We hope that more will be gained by compil -
ing the information in this form now than by spending the time and effort to publish
a more finished compendium later,

A.O.Tischler
Chairman,

PRECEDING FAGE bLaki NOT FILMED, Space Transportation System
Technology Steering Group
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INTRODUCTION AND OVERVIEW
Theodore S. Michaels
National Aeronautics and Space Administration

Washington, D.C.

The purpose of this session is to present a forum for the
dissemination and discussion of the latest thoughts and developments
in the electronics area which could be applied to the Space Shuttle.

Before we begin I would like to take a few minutes to give you a
brief overview of the seope of the electronic R&D efforts applicable to
the Space Shuttle. 1In order to help identify the Shuttle R&D within NASA
the Office of Advanced Research and Technology adopted an overlaying
organization which is responsible for the correlation of this effort. It
might be helpful to review this operating mode. Figure I shows the overall
NASA orgenization. The offices which are primarily concerned with the
Space Shuttle research and development are the Office of Advanced Research
and Technology (OART) and the Office of Manned Space Flight (OMSF). Figure 2
shows a simplified picture of the in-line organization of OART and OMSF.
For the sske of clarity only three of the ten OART Divisions are shown. Each
OART Division is responsiple for discipline oriented resesrch and development
which is applicable to'many mission goals. 1In order to identify the Space
Shuttle technology a technical steering group was formed which consists of
seven technology working.groups as 1llustrated. It is the responsibility of
these working groups to assure that a balanced program in its area is main-
tained by identifying necessary R&D as well as avoiding duplication of effort.
Their responsibilities also include monitoring the program of approved efforts.
The composition of the working groups encompass OART and OMSF Centers, as well

as Headquarters and the Air Force. R&D efforts which are under cogmizance




of the integrated electronics working group sre primarily in the Blectronics
and Control Division, Power and Electric Propulsion Division, and the
Advanced Msnned Misslons Program.

In addition to these efforts there are the Phase B Shuttle contracts
which have been funded by the Space Shuttle Program Office in OMSF, The
NASA-Industry relationship for the management of this effort is shown
in Figure 3.

The estimated FY 71 funding for integrated electronics under present
cognizance of the integrated technology working group is 8.6 million dollars.
Funding which will be applied to this area by the Fhase B contractors will
also be reviewed by this working group.

The requifements imposed on the Space Shuttle present a new and
challenging task to the electronics system development engineer. Specifi-
cations such as landing at existing airports under Category II conditions,
complete reusability, maximum turnaround time of 2 weeks and safety equivalent
to that of a commercisl airline have never been imposed on a spade vehicle.
Additionally a further requirement for a checkout and control system which
provides autonomous operstion by the crew without major support from the
ground is also s new space vehicle refinement. The experiences on our past
space flights point to the desirability of eliminating as much of the
mechanical monitoring instrumentation as possible, and essentially substituting
cathode ray tube displays driven by computers to help simplify the pllot's
monitoring tasks. These and other needs we are here to address our abttenmtion
to, and so since we have an interesting and full program shead of us let us

begin with the first paper,
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INTEGRATED AVIONICS ARCHITECTURE
D. M. Petrie

The Boeing Company
Seattle, Washington

STMMARY

An integrated avionics system is described that ie characteristic of that which will be found in future

aireraft and manned space vehicles. Design rules have bsen developed, beginning with conceptual studies
on the SST in 1966, that bave matured to produce a design that is considered to be a saddle point in over-
all cost and weight; that is also consistent with safety requirements in man-rated vehicles.

The design
approech points out the need to avold genmeralities in use of design rules; rather, that the details of the
questicn at hand should be used to reach configuration decisions.

The system design represents a mix of
centralized/decentralized concepts and covers the high-leverage redundancy question.

Subgystem elements
that are described include central "data management®™ computer, data bus,CRT displays, manual interface,
navigation sensors, flight control, rocket engine control, and telecommunicatlons.

i Traditional approaches to
systen organization and subsystem design practice must be altered in order for this new approach to be
successful. Development program requirements should include a breadboard demonstrator connected to peripheral
electiromechanical equipment; and a test bed airplane
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INTRODUCTION

The ntegrated avicnics conceptual svolution is currently being characterized by & ccnvergence of air-
craft electronics and space electronics. The impetus for the development of integrated avionle systems
is to increase the operational payload weight fraction, minimize program costs, and improve flight safety.
Increased payload weight results from equipment items that can be made multi-purpose, thus reducing the
inert weight of the prime vehicle. Costs are reduced by placing on-~board the vehicle the checkout and
nission control funciions, thus providing a much greater degree of vehicle autonomy, relative to current
launch and £light operations that utilize ground-based facilities. Reliability is increased because
integration of certain functions facilitate a more practical redundancy design and relieves the flight
crew of error-susceptible routine activity.

Centralization of Fupctiong

Airplanes and spacecraft have, in the past, employed special-purposs electronics for such functions as
navigstion, fuel management, and checkout; that is, one computer (amalog or digital) per function. The advent
of +the high-speed, reprogrammeble digital computer makes it practical to time-share certain of these func-
tions in a single computer. The benefit is a lighter weight, more simple avionics complex. This alone

does not justify pursuit of this new technique; however, the additional SSV requirement of on-board checlk-

out and autonomy from the Apollo-like mission control function makes integrated (simplified) computing
nandetory.

Typically, there are some 4,000 pounds of inert wiring weight in & large aerospace vehlcle, assuming the
usuel one pair of wires per remotely controlled or ssnsed functlion. The use of a multiplex data bus,
employing only a few pairs of wires strung throughout the vehicle, shows promise of reducing this weight
by approximately 3,300 pounds. A standardized interface technique betwsen the bus and subsystem is

also desired to couple a wide range of data points ard controls; and to facilitate subsystem design
nodifications without requiring time-consuming redevelopment for each change.

The usge of an inertial measurement unit for all functions requiring measurement of vehicle motion, rather
than uge of dedicated sensors, 1s an economy measure that is gaining acceptance.

Feplacement of viritually all needle and dial type dlsplays by the reprogremmable CRT is most useful as a
means to present more information to the flight crew and thus better utilize the judgment skills of man.

Reduction of the mumber of modulators, R.F. transmitters/receivers, and antennas required is availed
through multiplexing and a digital up/down link.

The potentially lower weight of centrslized power conditioning must be weighed against the adverse cross-
coupling problems generally inherent in such an approach.




CENTRALIZATION OF FUNCTIONS

® TIME-SHARED COMPUTING

® MULTIPLEX WIRING

® COMMON INERTIAL SENSORS

® CRT DISPLAYS
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Why Integrated Avionies?

The gross objective of the space shuttle 1s to reduce the total cost of transporting payload betwsen earth
and eaerth orbit. The facing chart shows, in qualitative terms, how this economy will be effected. Recov=-
ery of the launching vehicle components is a dramatically obvious way to reduce cosgts; however, minimisza-
tion of operational cosgts, by placing on-board the shuttle the equipment required for essentially autcnomous
checkout and mission control, is a more subtle and less glamorous aspect of the current program. Accordingly,
it is more difficult to gain funding support and emphasis for thls segment of the shuttle program, relative
0 engine and airframe preliminary design studies. This problem is compounded by the dramatic success of

the Apollo 12 mission, in which the lunar module was guided to the touchdown target with vernier precision.
Furthermore, existence of avionics complexes found in such modern airplanes as the 747 and C-54 adds more
fuel to the question: Why integrated avionics?

The difference between these forementioned programs and shuttle must be considered in gaging the early
requirement for system-level (contrasted with subsystem level) development programs; such as breadboard
demonstrators and test bed airplanes.

Prelaunch checkout of a space vehicle is vastly more complex than that required in airplanes, due largsly

to the cryogenic propellants required and the developmental nature of relatively low traffic sgpace trans-
portation operations. The payload for shuttle is approximately 1% of the launch weight, as compared to

25% for a large aircraft. This difference places new demends on use of multi-purpose (integrated) equipments
o reduce avionlcs weight. The major difference between Apollo and shuttle avionics requirements is the
aforementioned autonomy issue.

In summary, a new approach to avionics architecture for shuttle is required for two baslc resasonsg; opera-
tional sutonomy and minimum inert weight.

These fsctors place new demands on the ghared use of displays, computers, data buses, sensors, and R.F. links.
This, in turn, threatens the status quo of orgarizational gtructures and traditional demarcations of equip-
ment. Becausge of thils, demands on managerial skills may exceed the technical challenges. Specifically, the
tenets of system engineering must be made to pervade the avionics and related organizations; or an avionics
systems engineering group must be established with broad powers that itranscend gpecial interest groups.
Avionics equipment manufacturers will be faced with the dilemma to either specialize in certain components

or to attempt encroachment into technologically adjacent market aress. Similarly, the airlines, the military,
the NASA, and the so-called "systems houses®™ must assegs their capability to survey technology, write detailad
and highly interrelated specifications, and develop the integrated gystem go that the components play
together.
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integrated Avionics Desipn Rules

The rationale for synthesiz of an integrated avionics system was developed for general applicability
*o any contrel process involving men and machines. Use of these design rules results in complementary
roles for manual and automatic functions, with the gross objectives being to simultaneously achieve
highly reliable operation at minimum overall cost.

A complex process that must be precisely controlled in response to a given set of input data should

be handled by machines. An example in an aerospace vehicle is boost trajectory guidance. Automstion
of routine manual tasks relieves workload pressures. This enhances man's adaptive ability to generate
a decision from an array of data that he has never seen before. An example of this is landing go-
around at & busy air terminal.

Man's abilify to intervene in emergency situations, either to override a normally sutomatic function
or to take over a tedious control task, can be exploited to reduce equipment redundancy requirementa.
Examples of this are cabin temperature control and reentry flightpath guidance.

Experience in memned aircraft and spacecraft operations has shown that backup (off-line) functions
should employ differing principles of operation: the phenomenon that caused failure of the primary
thread may be characteristic rather than statistical. An example is R.F. NAVAIDS (VOR/IME) as
backup to an inertial navigation system.

On~line (active) redundancy is a relatively infant technology that has reached its highest level of
development in flight control systems. Experience to date has shown that voting and switching tech~
niques can introduce branches in the fault tree that were first discovered by an incident investiga~
tive boerd. Accordingly, the design rule that results is that on-line redundancy should be used only
on absolute flight-safety items where manual judgement and switching is too slow; and should be then
exhaustively tested in simulators using flight-rated hardware. In contrast to the design rule for
off-line redundancy, on-line redundancy should use identical principles of operation. This derives
from the difficulty of fine-scale voting on the rapidly varying output signals that are produced by
squipnents coperating on differing principles.

The time-sharing capability of the digital computer mskes it a prime candidate for centralization.
However, the extent to which this is cost-effective is restrained by data transfer rate require-
ments throughout the vehicle and, most of all, by flight-safety considerations. In particular,
on-iine and isolable redundant computing functions tend to propagate this burdensome requirement
to functions that are not absolute safety-critical and/or can utilize manual backup. Examples are
short~period flight control versus long-period guidance and energy manasgement. Also, functions
that are basically central in nature (onboard checkout) cennot be dedicated and hardened against
programming errors or masintenance malpractice as readily as functions that are smenable to LSI
micro-processor technology (air data computer).

Integration design rules should avoid casual abrogation of traditional interfaces.
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INTEGRATED AVIONICS DESIGN RULES

® ROUTINE FUNCTIONS SHOULD BE AUTOMATED; JUDGMENT FUNCTIONS
SHOULD BE EFFECTED BY THE FLIGHT CREW. |

® MANUAL INTERVENTION SHOULD BE USED AS BACKUP TO AUTOMATIC
MODES WHERE SUCH MANUAL, OFF-LINE REDUNDANCY IS NOT TIME
CRITICAL WITH REGARD TO HUMAN RESPONSIVENESS.

® OFF-LINE BACKUP FUNCTIONS SHOULD CONSIDER DIFFERING PRINCIPLES
OF OPERATION, WHERE POSSIBLE.

® ON-LINE (PARALLEL OPERATION) REDUNDANCY OF EQUIPMENT SHOULD BE
LIMITED TO THOSE FUNCTIGNS WHICH ARE TIME-CRITICAL AND SHOULD
USE IDENTICAL PRINCIPLES OF OPERATION.

® COMPUTING FUNCTIONS THAT ARE NOT UNIQUE TO A GIVEN SUBSYSTEM,
AND/OR ARE TAILORED TO EACH MISSION, SHOULD BE CENTRALIZED IN
A REPROGRAMMABLE COMPUTING COMPLEX. COMPUTING FUNCTIONS
THAT DO NOT VARY MISSION-TO-MISSION, ARE UNIQUE TO A GIVEN
SUBSYSTEM, AND/ OR ARE SAFETY-CRITICAL SHOULD EMPLOY DED[CATED
COMPUTING.

® |N THOSE CASES WHERE THE TECHNICAL TRADES OF COST, WEIGHT AND
RELIABILITY ARE NOT DECISIVE, THE DEDICATED EQUIPMENT APPROACH
SHOULD BE FAVORED AS°A MEANS TO MINIMIZE DEVELOPMENT AND
FUNCTIONAL INTERDEPENDENCE.
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Inteprated Avionics System

The Executive Processor generates guidance and master control commands, and effects subsystem monitoring,
checkout,and display management.

Manual inputs to the executive processor are made using a keyboard which interfaces with the displey/
control processor. In the unmanned mode, inputs to the executive processor are made via the digital
data link in the Communications subsystem.

The Manual/Automatic Mode Switches are mixing points for safety-critical commands normally issued by the
executive processor(s) or for manusl override by the crew, when mandatory. Safety-critical functions
employ dedicated, non-multiplexed data buses between the cab and the critical subsystems.

A dual, off-line redundant, multiplexed data bus is used for checkout, monitoring, and mon safety-critical
sequencing and control of all subsystems. A&n on-line redundant mode is available for ummanned missione.

The Standard Interface Units (SIU) are elements which provide access to the data bus, and data acquisi-
tion and processing capability, zs required. The SIU can be modularly expanded to provide the data bus
interface backed up by signel multiplexing, parallel4to—serial/serial—to-parallel conversion, analeg to
digital conversion, signal buffering, and specialized local data processing (such as built-in test
functions that are not amenable to integration with the subsystem itself).

The Fixed Displays contain dedicated displays (attitude indicetor, Mach/indicated airspeed, altimeter,
compass) to manually operate the vehicle in a safe-return mode, - not necessarily a mission-complete
mode.

The Navigation subsystem consists of all non-RF sensors (inertial, star or optical trackers), High data-
rate computations (coordinate transformation) are done in a dedicated, hard-wired navigation computer.

The Commmications subsystem includes all R.F. NAV-AIDS (rendezvous radar, transponders, VOR/IME) and
digital or voice data links.

The Flight Control and composite boost Engine Control subsystems are individually dedicated and hardwired.
These subsystems employ triply on~line redundant sensors (rate gyros, linear accelerometers, pressure and
flow-rate transducers), time-shared computers, and dedicated wires from the cab controls to the aft
avionics bay, thence to the actuators.

The Air Data Computer, used for automatic operation, is dedicated and is not required for operation of the
flight control subsystem, which is self-adaptive.

The P?opulsion subsysten includes the necessary fuel and reactant tankage, valves and distribution lines
for the total requirement of the vehicle systems as well as airbreather jet engines.
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Data Msnagement

The computing complex system is designed to minimize developmental cost and risk and yet provide applica=
tion flexibility and growth potential. The configuration consists of dusl central processors opersting
out of multiport main memory modules and provides sufficient central processor, memory, and input/output
cepability to maintain full operation in the event of single unit failures. The operational software
processing load 1s distributed between the asynchronously operating executive processors in a dedicated
fashion, end is moduler in construction to permit reconfiguration and growth. Recovery technlques are
employed to help circumvent failures end reduce hardware and software redundancy requirements, Growth

to a multiprocessing system 1s possible through the addition of executive software.

The data collection and distribution system consists of a single-thread dual redundant date bus for
trensferring non-safety-critical date, and a set of redundant hardwires for handling safety-critical
functions. Data is transmitted on the bus using time-division multiplexing and employs a self-clocking
menchester modulation scheme. The transmission medium is a shielded twisted pair coupled to a receiver
transmitter (R/T) operating in a belanced mode. Each R/T has a unique address and provides a standard
interface between the data bus and the standard interface units. Information is transferred gerially at
a 2 megahertz rate.

The standard interface unit (SIU) provides a method of electrically interfacing the data bus with the
vehicle subsystems. These units are modular devices partitioned so as to be functional in neture. Each
unit performs any or all of the following functions: converts analog signals to digital words, performs
limit checking between programmed limits, accepts discrete and digital inputs, and converts pulse trains
into digital words., It also is capable of taking digital words from the bus end converting this infor-
mation into the eppropriate discretes, digital words, pulse trains, or analog signals. Each SIU has a
built-in test feature that is capable of identifying internel system failures.

The mass storage system is s mixture of fast random access mass storage (e.g. drums) and low cost trans-
portable storage (e.g. tape cassettes). The fast random access storage is used for mission data entry
storage (via an R.F, link from a ground-based computing complex), and operational storage backup. The
low cost transportable storage is used for mission history data recording, checkout and diagnosis,and as
backup to the fast random access storage. 41l mass storage is controlled by the exscutive central
processors through the input/output processors and has direct flow access to the main memory modules.
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DATA MANAGEMENT
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© DATA COLLECTION AND DISTRIBUTION SYSTEMS EMPLOYS A DUAL REDUNDANT
DATA BUS FOR NONCRITICAL DATA AND A REDUNDANT HARDWIRED SYSTEM
FOR CRITICAL FUNCTIONS

© STANDARD INTERFACE UNITS PROVIDE LOCAL SPECIALIZED PROCESSING AND
A MEANS OF COUPLING THE SUBSYSTEMS TO THE DATA BUS

e MASS STORAGE IS A MIXTURE OF FAST RANDOM ACCESS AND LOW COST TRANS-
PORTABLE STORAGE. PRIME ENTRY MECHANISM IS VIA A RF DATA LINK FROM
GROUND BASED COMPUTING COMPLEX.
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Displays end Controls

The displays and controls subsystem places emphasis on the concept of programmable displays, and a high
degree of automation with a manual override mode for every fumction., Utilization of this concept relies
on the fact that the need for particular display and control parameters is not continuous but can be
programmed, to a large extent, well in advance of a mission.

The basic layout of each crew station includes four cathode rey tubes (CRT) with each assigned the

following specific functional task: 1) vehicle attitude display presents actual, command, or error veluss
of attitude, velocity end altitude parameters,with a background of a IV pilcture looking forward; 2) horiscn-
tel situstion display contains present position geographically along with prediction and commend valussg

3) mission events display presents a moving scroll of system events,used by the crew to monitor automatic
sequencing and controls; 4) system status display presents subsystem status and monitoring of changes to

the configuration,as affected by either automatic or mamual control commands. Two swiveled periscoplec
vidicons, one above the cab and one below, supplant the requirement for windscreens., An optical viewing
screen, requiring a 5 inch port, is used for backup.

The switch logic portion of the subsystem allows crew or automatic initiation of‘functional interchangs of
displays between the four available indicators at each crew station, This feature ellows performance
degradation in the event of either indicator or generation logic failures,

Certaln dedicated displays and manual controls provide the interface of the crew with those parasmeters which
are flight-safety critical, for operation in the event the data management subgystem fails,

Certain types of data such as maps, checklists, tech manuals and procedures are rarely revised and represent
either high resolution or density demands for the storage and dlssemination of such data., These types of
data will be stored in film cassettes with reproduction provided by conversion to an electronic format
allowing presentation on the CRT indicators.

The reformattable keyboard concept, In conjunction with a set of control devices (both linear and discrete)
associated with the system status display, provide the entry means for crew-initisted responses and comtrols
via the interface with the date management subsystem. The theory of operation of these devices assumes a
discrete set of reactions or responses for any set of displayed parameters.

The display/control processor is responsible for the collection of date, conversion of this data into the
apprcpriate electronic signels to drive the CRT indicators, snd definition of the multifumetion input
devices as the configuration of displayed information and control is selected by either the automatic
sequencing or manual crew selection. Computation and data storage requirements of the display/control
subsystem will be handled by the data management equipment.
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Guidance/Navigation

The guidance and navigation functiong are distributed differently from that found in previous aircraft

and space vehicles: angular and linear acceleration data in vehicle coordinates are sensed by a strapdown
inertial sensor block,with navigation and guidance computations being effected by the executive processors

of the dates management sub-system. In the primary navigation mode, raw data from the sensor block is

fed directly into the input/output section of executive processor "A". In the back-up mode, a conventional
gimballed platform feeds latitude and longitude, in addition to angular data in inertial coordinates, inte
executive processor "B". The navigation software for processor "B" is obviously different than that of

processor "A"; this, along with the contrasting inertial sensing technique, illustrates one application of

the “differing principles" design rule previously mentioned. Additional back-up for ferry operations is provided
by VOR/DME,

Simulation studies of reentry from earth orbit, and flight test experiments of the let-down phase, have

shown the feasibility of a safe-return mode,using rudimentery data in combination with manual guidance,

This point, carefully qualified, permits guidance/navigation, data management, and portions of other sub-
systems to be configured to a lower level of redundancy then that required for asbsolute safety-critical
functions, like flight control. A safe-return mode is thus available in the event both threads of the data
manegement sub-system and the primary navigation sensors should fail. Qff-line redundancy is alsc permissible,
thus de-sensitizing these portions of the avionics system to hidden branches of the voter and switching feult
tree.

Beth air data sub-systems are svailable to the exscutive processors: one through data bus "AY “the other
through data bus "B". One unit is always hardwired to & dedicated display for manusl guidance modes.

The type selection of rendezvous, docking,and autolend sensors is not critical to the basic system architecture.
However, automation of the related guidance functions should be a design goal because these functions are error—
susceptible in the manuel mode and are amenable to antomation.
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Flicht Control

The flight control system is dedicated primarily because it ie absolute flight-safety critical, requiring
special protection against maintenance errors and physical or electrical damage. It is on~-line redundant
because a statically unstable vehicle, flying through a fluid medium, wlll experience structural breakup
(within 2 - 5 seconds) in the event of loss of active control. The equipment is located in an aft
avionics bay because of the large number of safety critical wires that radiate from the controller to

the effectors (thrust vector and sero surface actuators, and reaction control jets), most of which are
located near the aft end of the vehicle. Six dedicated command lines are required to transfer signals
(roll, pitch, yaw and translation) from the sidearm controllers in the cab to the flight control elec~
tronics.  Guidance commands from the data management system are injected into the flight control system
at the sidearm controller, the latter serving as either a manual bias of the normal automatic commends

or as an override of the automatic mode of operation.

The basic control law within the atmosphere is pitch or yaw rate, at speeds below 250 knots, shifting
to a pitch linear acceleration and roll-to-steer mode at speeds above 250 knots. Blending of control
suthority between thrust vector, aerodynamic, and reaction control is done automatically by the self-
adaptive gain adjustment feature. Automatic gain compensation is effected by constantly measuring
vehicle response to a sub-liminal test signal. The self-adaptive gain control technique was chosen
over direct air data measurement or navigation-derived data so as to preserve the integrity of the
flight control function by minimizing susceptability to failure of subsystems that have been configured
with lesser redundancy.

The rate gyros provide data necessary to effect the proper value of stiffness and damping to the aeroc-
dynamic weathercock of the airframe. The linear accelerometers are required for proporiional and limit
control while in the acceleration mode of aerodynamic and reaction control. Airframe temperaturs at
key points is measured to prevent inadvertent structural overheat when under manual flightpath control.
Stalling is prevented by inferred measurement of angle-of-attack, then comparing this computed result
with conditional data on stall omset that has been derived from wind-tunnel tests.

The computing requirements for the flight and engine controllers are mutually similar and somewhat
unique,relative to the computers used in the data management computer complex; both employ digital
frequency-selective filters with time-varying coefficients, and require high sampling rates to effect
stable, active control. The multiple axes and multiple engine control requirements also mske t{ime-shared
centralized computing a significant welight economy. A4 single processor configuration, specially designed
for this class of function, is postulated as a means to reduce development and maintenance costs.
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Telecommﬁnications

The communications subsystem is designed for simultaneous handling of digitel command, telemetry data,
and voice on any single R.F. carrier in contact with the ground, the space base, or a commumnication
satellite., The automatic landing eid employs swept beam microwave radar: The current instrument
larnding system (ILS), requiring 3° glide slopes, is not practical for orbiter configurations that use
turbo-jets that are installed only for ferry missions.

?pecéalized encoding and decoding is done by a specisl processor within the standard interface unit
SIU;. :
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Avionics Equipment Location

The avionics squipment is concentrated in two major locations in the vehicle; the rocket engine control

and flight control computers in the empennage and the vast majJority of the equipment forward in the aviomice
equipment bay and the cab. The location of each item of equipment which is not in the equipment bay is
dictated by the function which it performs and its interfaces with other equipment, the data management
subsystem (IMS), or the crew.

The DMS will be centralized with two separate computers and the principal data bus terminal located in the
forward equipment bay. This will locate the guidance and navigation computing function close tc its principal
data interface, the Inertial Measurement Unit (or strap—-down sensor block), minimizing the data tranafer
problem. The highest data rate and density for the checkout and monitoring functions will involve the
remainder of the contiguous avionics located forward and the displays and controls in the cab. There is

also an interface with the flight control and engine control computers but at a much lower data rate. Im
addition to the above equipment, the forward equipment bay containsg the communication equipment, fuel cells,
batteries and power conversion and switching equipment.

The dedicated f{light control and engine control computers are located aft in order to be close to their
sensors and actuators. This results in two subsgystema which have a high data rate between their dedicated
computers and thelr sensors and actustors, and a much lower data rate to the DMS computers in the forward
equipment bay.

The data bus and its associated Standard Interface Units {SIUs) are distributed throughout the vehicle,
thus tying all the units of the integrated avionics together. The SIUs are the IMS interface with all
other equipment. They provide all conversion and conditioning of signals.

Antennas and power loss-related elements of the communication subsystem have their location dictated by
required sntenna coverage.
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CONCLUSIONS

The integrated avionics required for shuttle employs a degree of functional centralization that has not,
heretofore, been attempted on a large program. Gailning the confidence of technology interests at large,

who normelly have a parochial approach to equipment functions, may well be the most formidable hurdle.

Ain integrated avionics breadboard demonstrator, connected to peripheral electromechanical equipment, is

one way to gain this support and mutual cooperation. An avionics test bed airplane would also be persussive.
Another managerial tool is the so-called "gystems engineering directorate," whose task is to adjudicate
configuration options.

In conclusion, integrated avionics shows promiss of achieving a breakthrough in lowering operational
costs and launch weight requirements for shuttle. Organizing the equipment beginning with the system
requirements, rather than with ‘classical subsystems developed for non-integrated avionics, is the nams
of the game. Technological breakthroughs, as such, are not required: A better organization of exlisting
components will do the job.

SALIENT FEATURES OF INTEGRATED DESIGN

EXPERIENCE
® "MISSION CONTROL" AND ONBCARD CHECKOUT IS COMPATIBLE | AIRLINES, CURRENT
WITH COMMERCIAL AIRLINE OPERATIONS OF 1980 SPACE OPERATIONS
® EMPLOYS MIX.OF CENTRALIZATION, DECENTRALIZATION, APOLLOGN & C,
AND REDUNDANCY CONCEPTS TO MINIMIZE WEIGHT, AIRCRAFT, TITAN 1
COST, AND PROGRAM R15K
® AVOIDS ERROR-SUSCEPTIBLE CREW FUNCTIONS AIRCRAFT, MANNED

SPACE PROGRAM

® UTILIZES MAN AIRCRAFT, MANNED
SPACE PROGRAM

® AVOIDS MARGINAL TECHNOLOGY e.g. MULTIPROCESSING AND LACK OF SATISFACTORY
FAIL-OP MULTIPLEXED DATA BUS ‘ INDUSTRIAL EXPERIENCE

®EMPLOYS DIFFERING PRINCIPLES OF OPERATION FOR MANUAL ATRCRAFT NAVIGATION
BACK-UP MODES
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SIMULATION OF THE SHUTTLE SUBSYSTEMS MANAGEMENT AND CONTROL~FUNCTION_,
Michael A. Cowan and David J. Freeman

McDonnell Douglas Corporation
St. Louis, Missouri

INTRODUCTION

In many areas the true scope of the Space Shuttle has not been roughed
out, Like an iceberg, what we see now is a small part of the total.

This is certainly true in the integrated avionics area. I would like to
et e o i,

focus attention on one‘aspect of the shuttle integrated avionics system,

its controls and dlsplays, and outline what I believe to be a significant

Sl ST e

technology requirement in this area. Specifically, I want to discuss
sl

simulation of a part of the crew/control and display interface which I .

have called the subsystem management interface.

Admittedly, involvement with the man machine relationship touches
the human factors technology. Dr. Jones of MDAC-East addresses the human
factors aspects moreodirectly in a related paper being presented at this
symposium. Electronic designers and human factors specialists will be
working together to investigate subsystem management and control functions

on the Space Shuttle.
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The crew/shuttle contyrocl and display interface (Figure 1) includes
the flight control subsystems, and the controls and displays to manage
and operate shuttle subsystems. The largest subsystems, in terms of
potential crew workload are the flight control, propulsion, and avionics

subsystems,

Workload imposed by the propulsion subsystem will be higher than in
past spacecraft due to the incorporation of main boost rocket engines,
reaction control jets, and air breathing engines, all within the same
vehicle. Avionics management workload will increase not only because of
an increase iniscope of avionics requirements, but also because of a high
level of equipment redundancy which will multiply the number of electronic

units carried onboard.
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The term flight control subsystem is reasonably explict, and well
understood to include those displays, controls, actuators and autopilot
elements used to direct the flight of the vehicle along a desired path,
(Figure 2A) Vehicle aerodynamics directly influence the design and usage
of the flight controls and are shown here as a part of the total flight

control subsystem.

There is a notable lack of an equally common term which encompasses
crew interaction with the remainder of the shuttle subsystem, (Figure 2B).
We propose the use of the expression "subsystem management” to describe

these other subsystem control and display functions,
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One way to project the scope of the shuttle display and controls 1s
to extrapolate from past manned space programs. The Mercury control
panel (Figure 3) was a simple grouping of a few basic instruments. Flight
displays are in the upper center panel. Subsystem management controls
and indicators are at right, and sequencing and ;onfiguration controls
are at left, Mercury, while simple in concept and design, was highly

automated, and made a long series of unmanned flights,

Gemini controls and displays became more extensive as more subsystems
were placed onboard. Flight control displays were placed in front of each
crew member and subsystem management controls occupied central and side
panels. At this point in spacecraft evolution, subsystem management controls
began to occupy the major portion of panel area, yet the absolute number

was still small enough to pose no major problem to a well trained crew.

The ambitious and difficult objectives of the Apollo program created
a demand for more subsystems, both to increase reliability, and to satisfy
new requirements. In Apollo, the large majority 6f the panel area is given

over to subsystem management functions.
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Subsystem management in Apollo involves a lot of detailed subsystem
control. The crew must make configuration decisions within a mode as well
as select the operational mode itself. For example, either one of 2
sets of redundant body mounte& attitude gyros may be selected, or altermatively,
platform derived attitﬁde, before the crew makes the final "management
decision" of placing the spacecraft in an attitude hold(mode. While this
design 1is flexible to.mission changes, che burden on the crew of safely
making a multitude of similar éecond 1éﬁe1 configuration chaﬁges is large,
as can be estimated from the size of tﬁe checklists carried onboard, and
the amount of consultation that takes place with subsystem specialists
in Mission Control. For the shuttle prograﬁ,vthe:deeife for autonomous
mission operations will place the completg burden of submode coﬁfigura—
tion on the crew. It is anticipated that computer ai5ed configuration
control will be uséd to restore a more realiggié 1evélfof ﬁode‘cbntxol

activities to the crew so that they are free to act as true system managers.

The shuttle will have an aircraft mode‘df'operafibn and thus share many

functional requirements with large transport aircraft such as the DC-10,

Adding onboard checkout to the spacecraft, aircraft, and mission control
functional requirements (Figure 4) we can begin to appreciate the true size

of the shuttle display and control iceberg.
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Consider merely the avionics subsystem (Figure 5), This subasystem
containg 350 line replaceable units, joined by a quadruply redundant
data bus. These units will carry on 6000 conversations at a combined

6

rate of 10° bits/sec. The total avionics weight will be 2600 1bs. and

the equipment is expected to consume 5000 watts of power.

Interfacing this subsystem with the crew, and making it easy

and safe to manage is indeed a formidable design objective.
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To date, the program guidelines (Figure 6) have been to reduce the

number of displays and controls through integration of common functions.

The aim of integration is to reduce crew workload by using computer
aided controls to carry out detailed, low level control tasks, while dis-
playing sufficient data to the crew to ensure absolute, safe control over

the total shuttle system.

One promising candidate for an integrated display is the CRT. This
device can display alphanumeric data, pictorial flight displays, and graphic
information with equal facility, and is truly a multipurpose display.
Digital computers will be used to drive CRT displays and, can also be

expected to preprocess much raw data before presentation to the crew.

Switching functions can be integrated by using them to control
the logical state of a computer program which itself will carry out the

detailed connection of circuit networks.

" PROGRAM APPROACH
TO SUBSYSTEM MANAGEMENT

INTEGRATION OF CONTROLS AND DISPLAYS
o MULTIPURPOSE DISPLAYS
o PREPROCESSED DISPLAY DATA
« REPROGRAMMABLE SWITCHES
o COMPUTER AIDED CONTROL
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Two questions immediately become apparent, (Figure 7) how far
should integration be carried, and how much should the design be

automated?

KEY ISSUES

o DEGREE OF INTEGRATION

o DEGREE OF AUTOMATION
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The answers to both questions will influence the program cost (Figure 8),
and will determine how much flexibility of choice the crew will be able to
retain in thelr role as system managers. Since the crew is of prime
importance in manned space flight, we consider flexibility of the man/
machine interface to be the driving variable, and cost to be the dependent
variable in control and display trade studies. The chart illustrates that
extreme flexibility (no integration) increases costs because of weight
robbed from payload capability, and ektreme integration incurs costs

in design and development effort.

COST VS. DEGREE OF INTEGRATION

REGION | | REGION II : REGION 1Nl
i
HIGH COST DUE | DECREASING WEIGHT | HIGH COST DUE
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5 | i
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2 | :
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ul i I
o=
o | [y
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INCREASING INTEGRATION OF R

CONTROL AND DISPLAY FUNCTIONS
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After initilal trade study groundwork and workload analyses, a baseline
configuration (Figure 9) can be proposed that embodies a trial answer to

the question of "how integrated?” and "how automated?"

A CANDIDATE WELL INTEGRATED
CONTROL AND DISPLAY BASELINE

« FOUR MULTIPURPOSE CRT CONTROLS/DISPLAYS

o FLIGHT CONTROL
o SUBSYSTEM STATUS
o COMPUTER INPUT/OUTPUT

o SOME DEDICATED CONTROLS/DISPLAYS

o ELECTRICAL SUBSYSTEM FAILURE INDICATION
o ECLS AND PROPULSION MONITOR

o MANUAL MODE SELECTION AND OVERRIDE
o AUTO-SELECT WITHIN MODE
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This baseline (currently based on pre-Phase B trade offs) is then
developed intc a panel design (Figure 10). Now we can study the question
"does this integrated design provide the desired flexibility at a

reasonable cost?"

Dynamic simulation technology should play a. important role in these
studies. Flight control simulation techniques and equipment are in ¢ommon
use in all major aerospace companies, Consequently, a shuttle flight control
simulation can be quickly assembled at a reasonable incremental cost
‘(on the order of 105 dollars). A complete system simulation is considerably
more expensive, (on the ordexr of lO6 dollars), but more importantly, is
difficult to achieve in tne early phases of a program because of the small
amount of design detail that is available in these phases. Thus by a vicious
circle of events, the tool that should be used to help design the details
of 1integrated subsystem management displays and controls is not available

because of the lack of design details.,

Therefore, a need exists for a tool, or technology, to fill this
"simulation gap." This tool, for studying subsystem management panels
should be flexible, inexpensive and available for use early in the design
cycle. One MDC attempt at subsystem management simulation was to build a
self-contained functional simulator of the desired panel, in this case,
a total integration of all fighter avionics into one 18 in, by 18 in. control
and display panel. For lesser degrees of integration, involving several

panels this approach becomes less practicable.
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Building on this experience, we have looked at the possibility of using
small inexpensive dedicated computers (Figure 11) operating in conjunction
with standard telemetry equipment to make completely functional subsystem
management panels. Representative lights, switches, numerics, etc. are
made available to the designer as basic building blocks with which to make
a soft, but functional, mockup of his panel design. These building blocks
are made up to plug into the multiplexer/demultiplexer equipment and thereby
communicate with a dedicated minicomputer. Random access slide projectors
can act the part of &isplays or alternatively, low cost remote computer
terminal CRT displays can be used to display alphanumeric/graphic data.

Such display equipment can handle problems where page update times of one
second or greater are allowable. (The faster flight control displays re-
quire updating every 1/60 to 1/40 second and rightly belong in the province

of special purpose flight simulation equipment.)

SIMULATION OF SUBSYSTEM
CONTROLS AND DISPLAYS

SIMULATED SUBSYSTEM MANAGEMENT PANEL
SWITCH/CONTROL I 1l LIGHTS/NUMERICS
INPUTS INPUT | OUTPUT
MULTIPLEXER DEMULTIPLEXER
~ A COMMUNICATION
DEDICATED e WITH HYBRID
MINICOMPUTER PARALLEL INPUT/OUTPUT BUS FLIGHT CONTROL

j::; - SIMULATOR

ALPHA NUMERIC
% GRAPHIC
DATA DISPLAYS
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Our effort to implement the complete simulation of the man/machine
interface for the Space Shuttle (Figure 12) began early this year with
parallel efforts in both flight control systems and subsystems management
simulations. We have Completed feasibility demonstration of the subsystems
management functional éimulation using a time shared computer facility
operating at slower than real time rates. In a related effort, the flight
control simulation has progressed normally using an existing hybrid computer
facility, and CRT type‘flight director displays. By January 1971, we expect
to have the subsystem management simulator converted to real time capability

using a small dedicated computer.

IMPLEMENTATION PLAN

ACTIVITY 1970 1971 1972

SLOW TIME PROTOTYPE e

REAL TIME SIMULATOR 1
SUBSYSTEM MANAGEMENT
CONTROL PANEL STUDIES

FLIGHT CONTROL SIMULATION h

TOTAL MAN/MACHINE e
SIMULATION

HIGH FIDELITY SHUTTLE e

SIMULATION
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After six months of separate use in support of the Space Shuttle

Phase B studies, we plan to combine the two simulations. This will

provide a simulation capability for studying the total man/machine interface.

TOTAL SHUTTLE SIMULATION

DIGITAL
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(Figure 14) Our technology objective may be summarized by saying
that we must provide the means to an end; the means 1s a flexible,
economical, subsystems ﬁanagement simulation capability, and the end is
early human factors and equipment validation of the best degree of integra-

tion to be used in the shuttle subsystems management displays and controls.

TECHNOLOGY OBJECTIVES

o SUBSYSTEM MANAGEMENT CONTROL AND DISPLAY
SIMULATION
o FLEXIBLE

« ECONOMICAL
. DESIGN TOOL

« EARLY HUMAN FACTORS VALIDATION OF THE DEGREE OF
INTEGRATION TO BE USED IN THE SHUTTLE SUBSYSTEM
MANAGEMENT CONTROLS AND DISPLAYS

« FUNCTIONAL SIMULATION OF THE COMPLETE MAN/
MACHINE INTERFACE FOR THE SPACE SHUTTLE
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N70-40954
SOFTWARE INTEGRATION FOR INTEGRATED ELECTRONICS -
R. F. Klawa

General Dynamics/Convair
San Diego, California

Today' s genesis of integrated avionics has greater flexibility to changes and, there-
fore, resists technical obsolescence. Key hardware items that integrate the avionics
system and allow these qualities and economics are:

(1) Computers
(2) Multipurpose Displays and Controls
(3) Data Bus '

These hardware subsystems have the common characteristics of being time shared and
software controlled. ‘

The development, integration and test of a flexible system of software to support not
only the operational vehicles, but the necessary hardware development program provides
a major challenge.

An approach is discussed which will minimize problems associated with current tech-
niques. The software goals are therefore to minimize cost and schedule impacts through
the understanding, awareness, and responsive action to long-lead time software require-
ments.
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During phases B and C Basic Avionic/Vehicle Decisions affecting software are
the degrees of:
(1) Centralization
(2) Autonomy
(3) Crew Participation versus Automation
4 Redundancy

- 15) Commonality

which are targeted at low cost integrated avionics,

COMMONALITY P CENTRALIZATION

INTEGRATED
AVIONICS
(LOW COST)

REDUNDANCY"

CREW
PARTICIPATION

VS. AUTOMATION N AUTONOMY
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Software is evident in the degree of centralization question whether we talk of

a centralized time shared system on one hand, a dedicated subsystem concept on

the other, or somewhere between these extremes.
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The degree of automation to be determined during Phase B can impose a signifi-
cant software impact during the subsequent Space Shuftle development, integration,

test and operational project phases,

DEGREE OF AUTOMATION VS. CREW PARTICIPATION
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The extent of avionic hardware and software commonality will show some

optimum point relative to Space Shuttle's:

1) “ Booster

@) Orbiter

{3) Ground Turnaround

4) Launch

{6).  Contingency Mission Support Facilities

(6) Crew Training

EXTENT OF COMMONALITY
OF HARDWARE & SOFTWARE

SOFTWARE

CosT

HARDWARE

DEGREE OF COMMONALITY
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Since we've briefly covered Space Shuttle's Phase B and C objectives, let's

concentrate on Phase D,

Anticipated Phase D go-ahead is third quarter of calendar 1972, At that point
in time we could foresee the beginning of Engineering release which will continue
up to the start of calendar 1974, The first two avionics ship sets for booster and
orbiter are required by the first quarter of 1975 to support the first horizontal
flights in the third quarter of that same year 1975, Although, subsequent ship's
sets of avionics are required in pairs at 6-month intervals, let's focus our

attention on the first avionic ship sets required in the first quarter of 1975,
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BASELINE PROGRAM PLAN
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One of the identified critical paths to producing the first avionics ship sets by
first quarter 1975 shows the inter-relationship of:
(1y  Development of the on-board computer(s)
(2)  Code generator to interconnect the computer operation codes with that
of a higher order programming language
(3) Integration, testing and validation of the first avionics ships set
This is a parametric schedule presenfation. The following minimums were
derived from recent launch vehicle, manned spacecraft and military programs
with similar requirements, although some requirements were greater than those
for Space Shuttle,
(1) Computer Development — 18 months
Design freeze on operational code and timing — 12 months
(2) Code Generator — 12 months
(3)  Avionics Integration - 15 to 30 months
(The longer duration exemplifies avionics dependent manned vehicles. )
The longest duration path starts at the top left of computer development block to-
the right until the dashed diagonal of the compuier op-code and timing design freeze.‘
The downward vertical arrow takes us to the initiation of development of the code
generator (12 montha), then up to the initiation of the long path (30 months) of
avionics integration. The shortest duration commences computer development first
quarter ‘72, code generator first quarter '73, and avionics integration first quarter

174 for 15 months,
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AVIONICS INTEGRATION CRITICAL PATH
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Vigualization of the avionics integration consists of establishing the interdepen-

dency between hardware systems and operational systems to determine what items
It is easily seen that (1) computer hardware, (2) data bus,

are order dependent.
and (3) display and control are common dependencies for all operational systems

and therefore are critically needed to initiate the avionics integration,
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Keeping the critical order in mind, intervals of fime are shown as the sub-avionics
integration periods to substantiate the integrity of operation of the various classes

of software for hardware checkout, and operational software with the hardware.
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The Code Generator, previously shown as the middleman in the avionic's
critical path, is shown at the lower right in the Vehicle Computer Language Path

of the Computer Language Development process,

The left hand portion depicts the higher level language design and development
through the intermediate language. At this junction the language can be operative
on an existing support computer via the supl;ort computer language path. The
lower vehicle computer language path requires the vehicle computer design freeze,
development of vehicle computer code generat;r and the development of the vehicie

computer simulator on an existing computer,

If the execution timing on the support computer is nearly the same as the vehicle
computers, much of the software validation and representative timing can be accom-
plished on the support computer prior to vehicle computer design freeze. The
vehicle computer simulator will enable the final software validation prior to

integration with the flight hardware in the avionics integration cycle.
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The intermediate compiler language developed in the previous slide could well
serve as the base for many peculiar application dependent computer languages

such as for checkout and display formatting,

These limited application dependent languages could well serve as a limited
language bridge to other national languages using bilateral assembly translators

to and from English. This could help solicit and promote foreign participation,

Application languages could well serve to bridge the communications gap
within the aerospace and electronics industry and eliminate the multi-language

problems now existing in the United States working on different facets of the same

project.
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SUMMARY

@ SOFTWARE IS A PRIME AVIONICS INTEGRATOR.
@ SOFTWARE COMMONALITY IS NECESSARY FOR LOW COST & SCHEDULE IMPACT.

© SCHEDULE IMPACTS SEEM LIKELY DUE TO COMPUTER DEVELOPMENT
AND SOFTWARE LANGUAGES IF WE WAIT UNTIL PHASE D.

@ INTERNATIONAL PARTICIPATION VIA SOFTWARE APPLICATIONS LANGUAGES
. WOULD SOLICIT INVOLVEMENT OF OTHER NATIONS.

@ AVIONICS INTEGRATION TAKES CALENDAR TIME
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CONCLUSIONS

® TAKE BOLD GUESS FOR GROWTH ETC. AND START
THE VEHICLE COMPUTER DEVELOPMENT NOW.

® START INTERMEDIATE COMPILER DEVELOPMENT NOW,
OR ADOPT AN EXISTING HI-LOW LANGUAGE.

© START DEVELOPMENT OF APPLICATIONS LANGUAGES
AS SOON AS INTERMEDIATE COMPILER IS FIRM.
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INTEGRATED CONTROL AND AIRFRAME DEVELOPMENT CONSIDERATIONS

Donald L. Martin

The Boeing Company
Seattle, Washington

INTRODUCTION

Integration of the guidance and control systems with the airframe requires
close association of all technologies during design and development of the
airframe. To most effectively manage the development of these systems it
is necessary to maintaln a flexible organization which allows a continual
refinement of the system requirements as the airframe configuration is
evolving. Mission performance, system costs and safety are some of the
paremeters used to develop the oversll requirements. Analytical models,
simulation and laboratory hardvware are the tools used to obtain the neces-
sary trade data and to refine the detailed system requirements as shown in

Figure 1.

Examples taken from the SST prototype development program will be used to

illustrate those cross technology considerations.

PERFORMANCE .
B ANALYSIS
OBJECTIVES . ¥ N
INTEGRATED
CONTROL
. .
COsTS | . AND SIMULATION
e
AIRF RAME
CRITERIA
oo
A A
CAFETY LABORATORY
: - HARDWARE

67




PRELIMINARY DESIGN APPROACH

The early Boeing SST configuration development began with the ground rule
that the handling qualities of the basic airframe should be equal or better
than that of the existing subsonic jets. This allowed a conventional design
spproach (see figure 2) in which a configuration was to be established from
propulsion, serodynamic and structural design trades. The avionics design
was not considered in the configuration optimizetion loop. With this ap-~
proach it was found that the optimization process did not converge to a
configuration wvhich met the payload range requirements required for

economic success.

When it was realized that the necessary improvement in performance could
be obtained through added dependence on the avionics, the control oriented
design approach was evolved. This brought the avionics design into the
configuration design lbop and included avionics technology in the

interdisciplinary trades.

This was a departure from past experience and a number of rules existed
wvhich no 16nger applied. A new set of rules had to be written and made
available to all groups involved in the design. Specific criteria ﬁhich
establish these rules play an important part in allowing the avionics to

be used to enhance vehicle perfornfance and operational characteristics.
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(A) CONVENTIONAL DESIGN

MISSION
PERFORMANCE
REQUIREMENTS

JOPTIMIZATION

AND PERFORMANCE

AVIONICS
— AERODYNAMIC e DESIGN

| DESIGN *
1 STRUCTURAL gl—g| VEHICLE PRODUCT

¢—p{ DESIGN CONFIGURATION DEFINITION

PROPULSION B
r—ﬂ DESIGN
CONFIGURATION o
o

69

(B) CONTROL ORIENTED DESIGN

MISSION
PERFORMANCE
REQUIREMENTS

VEHICLE
CONFIGURATION

PRODUCT
DEFINITION

— | \ERODYNAMIC |
gl DESIGN +
&1+ s TRUC TURAL
¢—{ DESIGN -‘ INTER
—1_ DISCIPLINARY
— pROPUL SION TRADES
¢—| DESIGN B
AVIONICS
¢~ DESIGN B
CONFIGURATION
AND PERFORMANCE

-
OPTIMIZATION :

CONVENTIONAL AND CONTROL ORIENTED DESIGN




APPLICATION OF CONTROL TECHNOLOGY TO
SST LONGITUDINAL AXIS DESIGN

A significant performance benefit was obtained on the SST by balancing the
girframe so that the trim drag at supersonic cruise was minimized. Figure 3
indicates that the maneuver point, with augmentation off, moves aft as the
eirplane goes from subsonic to supersonic speeds. When the airframe is bal-
anced for optimum cruise performance the maneuver point is ahead of the
center of gravity position for some flight conditions if the airplahe is
loaded to its aft limit. This results in unstable characteristics for sub-
sonic flight unless a pitch axis augmentation system is provided. With the
augmentation on, the sirplane is dynamically stable at all flight conditions
and all allowable c.g. conditions. Notice that, with the airplane loaded at
the forward limit the airplane is dynamically stable at &ll flight conditions

without augmentation.
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INCREASED SST PERFORMANCE

The result of this dependence on avionics for pitch axis stability is shown
in figure 4, The configuration resulting from the conventional design
approach is shown by the dashed lines and is superimposed on the configure
ation resulting from the control-oriented design shown by the heavy line.
Both drawings are positioned so that the aft center of gravity locations

are identical.

This change in configuration resulted in the ability to carry an additional
4800 pounds of payload; an increased range of 190 nautical miles; a

reduction in tekeoff noise of two PNdb.

A similar use of avionics to enhance performance has been made in the
lateral directional axis. In this case the stability augmentation system
is employed to help control the effects of an engine failure at supersonic
crulse speeds. Without augmentation, the vertical tail size would need to
be almost doubled. This would reduce the payload by approximately T000
pounds without 'any allowances being made for the additional forward bale-
last that would be required, or for the effect of the additional drag.
Iteration of this configuration cycle becomes divergent and a major

configuration change would be required.
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SAFETY

These performance advantages have not been required in previous programs.
However, experience from less critical applications has provided confidence
that the state~of-the art is now ready for a more demanding application.
The dual yaw damper on the 727 airplane is necessary to provide positive
directional stability over a smsll portion of the flight envelope. After

& single channel failure the airpleane is flown at a Mach number and

altitude outside of the critical region.

Where an alternate operational procedure did not exist, as with the pitch
axis for the SST, a rationale was required to establish the level of redun-
dancy required for the flight critical avionies. This was achleved by means
of safety reliability allocations as shown in figure 5. Airline fleet ex-
perience shows that there are two catastrophic events (airplane accidents)
per million flight hours. Of these one in twenty is due to sirplene fail-
ures while the other nineteen are due to other factors. For the SST the
design goal was set at providing an order of magnitude improvement in the
catastrophic event due to airplane feilures, i.e., one catastrophic failure
per hundred million flight hours. This allocation was then shared between
the major systems which could contribute to failures, with the flight

control subsystem receiving a 15 percent share.

Using failure rate estimates for separate channels of the pitch axis
augmentation, four channels were required and the probability of loss of
three or more channels was extremely remote. This is also true of the

hydraulic and electrical systems.
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This system is used in conjunction with a more sophisticated control and
sugmentation system, the Electrical Commend and Stebility System (rcss),
which raises the level of handling gualities to the normel, good, category.
When operating together, the Hard SAS and the ECSS provide the handling
qualities which are considered necessary and desirable based on conventional
subsonic transport standards. That is, such requirements as stick force

per normal load factor,'response and damping characteristics are provided

by these systems.

Both the ECSS and the'Hard SAS are fail operational following the first and
second failures, and fail passive after the third failure. A three channel,
digital, Automatic Fiight Control System (AFCS) which is fail operational
after the first failure éhd fail passive after the second feilure provides
control wheel steering, automatic landing and navigation control modes.
Limiting and voting of the commands from the ECSS and the AFCS are used to

isolate failures df-these less critical functions from the Hard SAS.
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ANALYSTS

Because of the large authority of the electronic control inputs, a number

of the past practices and regulations for structural design were not applic-
able to the SST. Close coordination between the augmentation system
designers and the structural engineers is reguired to make sure that the
structure is safe for the maneuvering demands expected. Dynamic loads must
be computed by use of simulations which include the total flight control
system. This presents a problem during the initial design cycle since it
forces the stability augmentation and flight control system designers to
establish preliminary configurations which can be evaluated during the dynam-
ic loads analysis. This forces an iteration procedure because the stability
augmentation system design is based upon the aerodynsmic characteristics,
wvhich are a function of the stiffness of the structure and which are in turn

dependent upon the loads -- the first thing we started out to check.

One advantage of this influence of the avionics design on the loads is that
there is a greater flexibility to tailor the avionics system to minimize
loads than when the control inputs were provided directly by the pilot. The
horizontal tail loads will be used as an example, see figure 7. The surface
actuator is sized such that it can defiect the slab teil to the required
deflection and at the required rate to meet handling qualities requirements.
The case where two hydrasulic systems have failed and the airplane is at the
most demanding flight condition represents the design case. For the major

"~ part of the time, when all four hydraulic systems are operating and the air-
plane is in a less demanding flight condition, the control authority is
several times that required for adequate airplane control. This excessive
control authority, which could be inadvertently commanded by the pilot, could
create excess loads on the structure. These unconstrained loads can be
limited by placing position and rate limits in the pilot's control path
through the electronics. The result on the loads of applying these constraints

can be seen by reference to figure T.
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PILOTED SIMULATION

The S8T program has made extensive use of simulators to determine suitable
criteria where these were not existing and where past experience could not

be used as a satisfactory guide. It has been essential to have a sophisti-
cated simulation operating early enough in the design cycle to provide an
excellent means for synthesizing and evaluating systems found in the controls
and avionics areas. As a result of these simulator programs a new set of
design requirements has evolved for the SST. These requirements apply to
static and dynamic stability, response to control inputs, maneuver limits,
effects of turbulence, emergency conditions and procedures, and recovery

from upsets.

Because the size of the horizontal tail and the actuation rate requirements
are determined by the final approach and flare before landing, a considerable
time was spent simulating piloted landings to determine these requirements.
The large inertia of the S8T, the relatively short tail arm and the large
authority augmentation system presented a range of new conditions which
needed to be analyzed. Results of this study are shown in figure 8. The
flight simulator used in this study has a sophisticated visual display to
provide a realistic view out of the window. A servoed TV camera is driven
over & terrain model and the image is projected on a thirty-foot

diameter hemispherical screen in front of the pilot.
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HARDWARE DEVELOPMENT

Our experience has been that it is difficult to gain acceptance of a new
concept unless it is presented at a timely point in the progrem, usually
during the preliminary design phase. These proposals must be accompanied
by some lab, and preferably flight test experience, which gives proof that

the concept is feasible.

Figure 9 shows a test rig which was established to prove the Hard SAS
concept, early in the program. Two channels of the Hard SAS electronics
wvere built as flightworthy, highly relisble sets of equipment. The system
vas set up to drive a dual servo and a modeled surface actuator. The use
of armored cables and the physical and electrical isolation of the channels
vas demonstrated. An airplane simulation and a control cab were used to
close the control loop. This is representative of the initial stages of a
hardware development program which finally uses a full scale mockup of

the control system including the electronics.
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CONCLUSIONS

During the development of an advanced vehicle it is necessary to develop
a nev set of design rules. These criteria have to be prepared early in
the .design cycle and distributed to all design disciplines concerned as
& means of obtaining an integrated design.

It must then be remembered that the function of these criteria is to provide
information. As the vehicle configuration becomes better defined and as

new knowledge is gained the criteria have to be changed accordingly.

To assist in establishing e_criteria set as e-wogkiﬁg tool an attentive
‘management organization is required. SST management'has’e*Technical'Council
consisting of the Chief of Technical Staff, Chief Project Engineer, and the
‘Program Manager established for this purpose. They meet with the various
_design groups on a regular basis to consider problems which need management

attention.

The Space ShuttleFVehicle has a greater range of flight phases than the
8ST, the performance'objecti#es'are even more difficult, and the problems
are further complicated by the three vehicle configurations -- composite,
booster and orbiter.l It is epparent that it will be necessary to specify
avionics applications to enhance the performance of the vehicle systems
and to make up for qeficienéies and control problems as they occur,

The extent of this appliceation of avionies will have an even greater
influence on the configuration than it did for the SST. The avionics will
become the means for coordinating the operation of all systems at their
peak efficiency, and will permit any degree of automatic operation.
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INTRODUCTION

- ELEMENTS

DATA PROCESSORS
SUBSYSTEM INTERFACE UNITS
DATA TRANSMISSION MEDIUM
SOFTWARE

FUNCTIONS

DATA PROCESSING

DATA CONTROL

VEHICLE SEQUENCING AND CONTROL
CHECKOUT AND FAULT ISOLATION
DISPLAY GENERATION AND FORMATTING
17§ SUBSYSTEM MANAGEMENT

CENTRAL INTEGRATING ELEMENT OF ELECTRONICS SYSTEM
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SIGNIFICANT PROBLEM AREAS

] CHECKOUT/FAULT ISOLATION/REDUNDANCY MANAGEMENT
@ SOFTWARE
& DISPLAYS AND CONTROLS

CHECKOUT/FAULT ISOLATION/REDUNDANCY MANAGEMENT

NASA DESIRES/REQUIREMENTS
~ FAIL OPERATIONAL/FAIL OPERATIONAL/FAIL SAFE
— SINGLE POINT FAILURE ELIMINATION

REQUIRES REDUNDANT SYSTEM/ELEMENTS
REQUIRES 100% FAILURE DETECTION/ISOLATION

HOW ?
e DEVELOP NEW CHECKOUT TECHNIQUES
e ASSESS DESIRABILITY OF
— CHECKOUT LANGUAGE
— ONBOARD DIAGNOSTIC "PROGRAMMING"

MOST DIFFICULT TECHNICAL PROBLEM

IMPORTANT FACTOR IN SIZING DATA MANAGEMENT SUBSYSTEM

CBECKOUT APPROACH

@ FUNCTIONAL DATA WHERE POSSIBLE

® MINIMIZE DEDICATED CHECKOUT HARDWARE

@ LIMIT CHECKING IN INTERFACE UNIT
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SOFTWARE

PROBLEM IS TO RECOGNIZE THAT SOFTWARE CAN AND MUST BE MANAGED
AND CONTROLLED USING HARDWARE TECHNIQUES

REQUIRES CAREFUL ATTENTION TO AVOID PITFALLS OF PREVIOUS
PROGRAMS

MUST BE SPECIFIED/DESIGNED/BUILT/VERIFIED USING HARDWARE
MANAGEMENT AND CONTROL TECHNIQUES

MUST BE CONSIDERED AS SYSTEM ELEMENT IN SYSTEM/SUBSYSTEM DESIGN

SOFTWARE REQUIREMENTS

STORAGE

64,000 WORDS MAIN STORE
300,000 WORDS BULK STORE

SPEED

350K EQUIVALENT ADDS PER SECOND

L OPERATIONAL REQUIREMENTS WITHIN TODAYS STATE OF THE ART

@ MAIN STORE FOUR TIMES SATURN MAIN STORE

- DEVELOPMENT TECHNIQUES PROVEN ON SATURN PROGRAM

DISPLAYS AND CONTROLS

L AUTONOMY REQUIRES SIGNIFICANT INCREASE IN DATA DISPLAYED

& CREW PARTICIPATION IN CHECKOUT/MONITORING REQUIRES SEVERAL

LEVELS OF STATUS DATA

@ CRT STATE OF ART ALLOWS GREATER DEGREE OF INTEGRATION

@ MEANINGFUL COMBINATION OF SPACECRAFT/AIRCRAFT DATA
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COMPUTER CONFIGURATION

DATA MANAGEMENT

4 CENTRAL PROCESSOR UNITS

4 BUS CONTROL UNITS

9 MAIN STORAGE UNITS

4 MASS MEMORY UNITS

4 MASS MEMORY CONTROL UNITS

FLIGHT CONTROL
4 CENTRAL PROCESSOR UNITS

4 MAIN STORAGE UNITS

COMPUTER ALTERNATES

@ CENTRALIZED
@ CENTRALIZED WITH SELECTED DEDICATED

@ DISTRIBUTED/PREPROCESSORS

BASELINE
CENTRALIZED WITH SELECTED DEDICATED/PREPROCESSING

] DEDICATED FLIGHET CONTROL COMPUTER
& IMU PRE-PROCESSOR

& LIMITED "PROCESSING' IN INTERFACE UNIT
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MULTIPLEX DATA BUS TECHNIQUES
Walter 0. Frost

NASA-Marshall Space Flight Center
Huntsville, Alabama

Summary

The application of data bus techniques in the Space Shuttle provides potential
improvements in size and weight, flexibility, and reliability. The general
requirements for a Space Shuttle Data Bus are described, and critical techno-
logy considerations are discussed. Some design alternatives for transmission
media, signal design, synchronization and control, input/output interfaces,
and operational reliability are described.

Introduction

Astounding reductions in the size, weight, and volume of a complex Avionics
system such as that required for the space shuttle will result from MSI/1SI
Technology. However, past experience indicates that a significant fraction
of the weight of such a system is attributable to the wires, connectors, and
associated mounting hardware required to interconnect the various physically
separated elements of the system. To prevent such interconnections from
becoming a disproportionately large fraction of the system size and weight,
the merits of using multiplexing techniques for the transfer of data and
command signals between the system elements is under consideratiom.

The use of multiplex techniques for acquiring signals necessary to monitor
system operation has been used by telemetry engineers for many years.

However, point-to-point wiring has generally been used for the critical commands
and operational signals flowing within an Avionics system. The extention of
multiplexing techniques to form an internal commumication system for transfer

of commands and operational signals, as well as monitoring signals, has by
popular usage gained the designation data bus techniques.

The following definition describes a data bus subsystem: A multiplexed
signal collection and distribution arrangement with multiple input and/or
output terminals interconnected by a shared transmission medium. The key
words associated with such a subsystem are multiplexed data flow, multiple
inputs and outputs, and shared transmission media. A data bus subsystem has
three essential elements. The bus controller supervises the flow of signals
so that the multiple users do not interfere with one another. The trans-
mission media provides a shared path (or paths) for multiplexed supervisory
and data signals, dand data terminals process and route the signals to and
from user subsystems and produce signals appropriate for the transmission
media.

In addition to possible savings in size and weight resulting from the
elimination of wires, connectors, and associated hardware, two other
potential advantages accrue from use of multiplexed data bus techniques.
First, it should simplify the initial installation of equipment because of
reduction in cabling requirements and reduce the cost of later modifications
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because system changes can be made entirely within line replaceable units
without impacting vehicle cabling. Second, gains in reliability may

become possible, because with a marked decrease in interconnections it

becomes practical to use redundancy in the data bus subsystem. Thus eliminat-
ing the single point failures inherent in conventional point-to-point wiring.

General Requirements

To properly consider a data bus subsystem design for a specific application,
the design engineer needs a definition of data flow requirements. It is
convenient to express this information in terms of a data flow model. This
model provides a detailed description of each message path between physically
separated elements of the avionics system. It includes information such as:
point of origin, destination(s), signal function, type of signal (analog,
discrete, digital word, etc.) resolution, accuracy, occurrence statistics, and
any special characteristics or requirements pertinent to data bus design and
operation.

The data and command signals handled by the multiplex data bus include
discrete and proportional commands from the computational subsystem to various
subgystems as well as sensor and subsystem inputs to the computers. It is
important to notice that many signal paths may not involve the computers.
Monitor signals from various sensors and subsystems to telemetry and onboard
recorders, signals for updating of status indications, and signal flow between
elements of distributed subsystems are examples of message paths which may

be independent of the computers.

The design engineer also needs a description of those physical and
environmental characteristics of the application which are pertinent to
design of the data bus subsystem. These include location of user-sub-
systems, cable lengths between locations, expected temperature variations

and vibration levels at specific locations, and EMI characteristics. 1In
addition he needs descriptions of input/output characteristics of the various
user subsystems pertinent to signal transfer operations to and from the

data terminals.

Design Technology

Given the general requirements described above, plus specific system
requirements such as weight limitations, power constraints, and reliability
or failure criteria, the design engineer is prepared to consider the merits

of numerous design alternatives for a multiplexed data bus subsystem. It

is convenient to discuss the technology for such a design under the following
categories: (1) transmission media (2) Signal design and detection

(3) synchronization, timing, and control (4) wuser-subsystem interfaces, and
(5) operational reliability.

Transmission Media

Numerous forms of transmission media have been suggested for use in data
bus subsystems. Among these are twisted-shielded pairs, coaxial cable,
twinaxial cable, and triaxial cable. For transfer of digital signals at
rates less than about two megabits, twisted shielded pairs and twinaxial
cable have received most prominent mention. These two are balanced
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arrangements which potentially can provide greater resistance to sources of low
frequency interference.

The media properties and parameters gignificant to a data bus design, in
addition to interference susceptibility, include propagation delay and
signal transfer characteristics such as amplitude, time, frequency and

phase characteristics. These properties typically vary as a function of
loadig, line terminations, signal form, and length of path as well as media
form. Hence it is necessary to acquire test results under a variety of
conditions to properly assess the potential of specific forms of media.

Signal Design and Detection

A second important technology category which requires careful consideration
in the multiplex data bus design is the selection, generation, and detection
of transmission signals. Three types of information must be transmitted:
data/command information between various user subsystems, bus supervisory
information, and the timing and synchronization information required for
proper bus operation. Some of the considerations covered by this category
are:

(a) Type of multiplexing

(b) Form of modulation

(¢) Spectral characteristics and bandwidth requirements of candidate
signals.

(d) Signal generation, demodulation, and detection methods

(e) Coding techniques

(f) Message format arrangements

Both time division and frequency division multiplexing have merits for
specific data bus applications., However, in applications such as the space
shuttle a digital time division arrangement is mentioned most often. Carrier
modulation techniques which have been proposed for bus applications include
phase shift keying (PSK), amplitude shift keying (ASK), and frequency shift
keying (FSK). Baseband modulation forms prominently mentioned include NRZ-L,
polar RZ, bipolar NRZ, and Bi-§.

Synchronization, Timing, and Control

A third technology category critical to the multiplexed data bus design
is the synchronization and control of bus operation. Considerations which
fall into this category include:

(a) Bus access control - methods for supervision of multiplex
operation so that the transmission media can be shared without
interference between user subsystems

(b) Message routing control - Methods for directing the routing
of messages from the point of origin to their proper destinations.

(¢) Timing and synchronization - Methods for the timing and
synchronization of transmission and message transfer operations
such as modulation/demodulation, bit identification/detection,
word or group identification, and bus/user subsystem transfers.

(d) Programming - Methods and problems relating to the programming
of data acquisition and distribution operations including both soft-
ware and hardware techniques.
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Studies of synchronization, timing, and control methods and problems should
emphasize the capability of the data bus subsystem to flexibly adapt to changing
requirements of the user subsystems. Careful consideration also should be

given to the interaction with and impact on design and programming of user
subsystems.

User~-Subsystem Interfaces

Because of the variety of subsystems which must interface with the data bus
subsystem, extensive study of bus/user subsystem interface and integration
problems is appropriate. A myriad of electronic operations are required at
each interface location. These may include modulation, demodulation, bit and
word synchronization, detection, error checking, multiplexing, demultiplexing,
data sampling and conversion, and buffering. Various subsystems may require
different methods for information transfer such as synchronous or non-
synchronous and parallel or serial. Together with these diverse requirements
one must consider the merits of standardization of interface terminals or
elements thereof. Standardization may reduce design costs and logistic
requirements, but introduce limitations and constraints into the design.
Physical considerations such as the packaging of interface elements and the
electrical intercomnections with user subsystems must also be considered at
this point.

Operational Reliability

A final technology category of critical importance to the multiplexed data
bus design is operational reliability. Typically the designer is given
specific failure and reliability criteria, along with test and maintenance
requirements. A variety of alternatives are available to enhance these
aspects of the design. These include parallel redundant arrangements such
as circuit redundancy, triple modular redundancy with voting, and switchable
redundant blocks. The designer may also include self-checking features such
as error-detection (or correction) coding, return verification of messages,
periodic test message transfers, and time-dependent coding checks. He must
give appropriate consideration to potential sources of interference such as
EMI, common-mode signals, and power supply perturbations.

Test and checkout is an operational problem inherent in avionics system,
Hence, suitable methods and techniques must be derived for monitoring the
operational readiness of the data bus subsystem including the status of
redundant subsystem elements. A closely related consideration is problems
and alternatives relating to the maintainability of the data bus subsystem.

Conclusions

Although multiplexed data bus techniques have been used for several years

in the instrumentation and telemetry area, these applications have not
approached the degree of complexity involved in proposed programs such as

the space shuttle. In these applications, the data bus subsystem must interface
with and function intimately with all elements of the avionics system. A
commitment to a preferred design configuration must be made only after

intensive studies and analyses.
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Introduction

~The need has been well recognized for a multiplexed data system to meet
the internal communication requirements of a Space Shuttie Vehicle. Not only
significant weight savings are achievable but concommitant reliability and
maintainability improvements are easily demonstrable. These lead to
operating cost savings over the usual point-to-point wiring systems employed
in avionic systems. Because of the common carrier nature of such a multi-
plexed interior communications system, it is called a data bus. Recent pro-
gress in microcircuitry has brought the data bus to the threshold of wide-
spread use by solving the weight and cost penalties inherent in the complex
modems and interface circuitry.

In this paper, we discuss some of the basic considerations leading to a
data bus design. As there is such a variety of techniques available for a
Space Shuttle data bus, particular care must be taken in the design process.
Basic steps to be taken begin with an analysis of the requirements, design of
the data bus communication system and finally generation of the functional use
of the data bus. Our emphasis shall be on the steps required to reach a
satisfactory data bus system design thus answering the questions, "How to get
those bits between the users?" It should be mentioned here that only digital
data bus techniques will be considered. This restriction itself is a step in
the design process and is made here because:

1) There are many communication advantages to digital techniques

2) Uniform digital interfaces are becoming prevalent in avionics
systems

3) Most Shuttle concepts employ digital computers putting digital
data into the majority.
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The primary functional parts of a data bus are shown in the Figure. A
bus controller may not, in some designs, exist as an entity, its function
being dispersed among the various terminals. No indication is given of the
complexity of an actual data bus layout that could involve highly asymmetric
geometries. We shall be concerned below in the choice of the modem and
transmission medium rather than with the controller or terminals.

The results and examples described in this paper are derived in large
part from the first phase of an on going TRW Data Bus Study.*

DATA BUS
CONTROLLER

MODEM
0

A
TRANSMISSION MEDIUM
(DATA BUS CHANNEL)

4

MODEM MODEM
TERMINAL TERMINAL
T l O

USER | , USER
SUBSYSTEM | | SUBSYSTEM |

|

FUNCTIONAL DATA BUS

*
Data Bus Technology Studies; Phase 1. Analytical Aspects.
TRW Report No. 7331.3-39, June 1970.
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Transmission Media

A fundamental choice in the data bus design is the interconnecting
medium whose function 1s to provide a communicating path between the Targe
variety of user subsystems. It {s essential that the data bus be flexible to
meet changing requirements such as data distribution constraints as the
Shuttle program matures. The transmission media must

Provide adequate bandwidth margin

Be amenable to configuration changes
Allow simple coupling to modems
Provide noise immunity

“Meet manned spacecraft environmental and
reliability constraints.

o O O O O

Light beams, radio waves, and other techniques can be used for data bus
channels but we shall consider only wire (cable) lines in the data rate range
of 50 Kbps to 5 Mbps as this is the media of most immediate interest to
Shuttle. As far as geometry is concerned, only a general constraint of
350-ft line length and a maximum of 50 terminals will be imposed.

Line Transfer Characteristics

From the transmission standpoint, wire lines are four-terminal networks
and as such have frequency dependent transfer characteristics. Unlike more
conventional networks, however, the constants of a wire line are uniformly
distributed along its length instead of being lumped into discrete units.of
inductance, capacitance, and resistance. These effects are typically
measured as attenuation; a, and phase 8 which describe the propagation
function and by the characteristic impedance Zo = R0 + J Xo‘ For analytic
purposes, experience has shown that these parameters may be modeled in three
frequency zones, low, intermediate and high. Their dependence on frequency
for the two higher zones is shown in Table 1.
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Quantity Intermediate High Frequency Zone
Frequency Zone > 500 KHz
100 Hz-500 KHz

o v Vo
Yo w
0 /e Constant
-X, 1/ Ve 1/Ye
Table 1.

- Frequency Dependence On Line Parameters

Laboratory tests of cables reveal characteristics as shown in the Figure,
which apply to a particular twisted shielded pair. For the cable shown, the
frequency breakpoint was chosen at 500 KHz. Thus for a 100-ft length line

B(UD) = 2.9 x 10-4 X v/l: w < w
1.60 x 1077 x w > W

0.6 x 1073 /a72r  dB/100 ft.

afw)

Loading, Matching and Branching Effects

A typical data bus will be composed of several branches. Thé loads,
their spacing, the branch points and the terminations on the branch ends all
lead to reflections in the signal wavetrain, thereby increasing the bit
probability of error. A single branch of the line appears as a multiply
loaded transmission Tine. For large number of loads, such Tines are difficult
to analyze. However, the reflection coefficient, p , may be used in
determining the percentage of incident voltage at a load which is reflected
rather than transmitted. The voltage at any load is the sum of all the
incident and reflected voltages associated with that load after n
reflections.

Equations were developed to study the variations of reflection
coefficient with frequency, loads and terminating impedances. The numerical
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ATTENUATION VS FREQUENCY (D-210-1 CABLE)
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examples were based on the transmission line model above with a total of 35
loads on a 360 ft line at fixed spacing. Graphs, typified by the Figure were
plotted to study the effects of variations. General conclusions when the line
is terminated in its characteristic impedance are:

o As the load impedance increases, the reflection
coefficients decrease

o The reflection coefficients decrease with frequency

0 The greatest reflections appear at the source end of
the line and decrease as the load number increases.
At a frequency of approximately 5 MHz, this effect
is reversed.

In using the transmission medium, consideration must be given to simplex
or duplex operation requirements. Duplex may be shown to lead to lower cable
and modem weights for the data rates and configurations given. However,
duplex operation implies complexity in the branch points as they must allow
two-way signalling. Three approaches have been considered:

o Four-port resistance coupling
0 Three and four port hybrid couplers
0 Multiple repeater modems.

The simplest approach, resistive coupling, is found to meet the requirement of
assuring proper matching with tolerable reflections through the junction.

With terminating impedance equal to Z0 and load impedance equal to 10 K, the
reflection coefficient above 0.3 MHz is negligible and the line appears
unloaded. With terminating impedance equal to Ro and load impedance equal to
10 K, the reflection coefficient above 0.4 MHz is low and the line appears
unloaded with characteristic impedance Zo' :

Noise Environment

The effects of noise on the data bus may vary greatly with location in
the vehicle. It is thus important to have an accurate model of the noise
environment in the vehicle reflecting the effects of:

o Cross-talk from nearby cables
0 Coupled noise from noisy subsystems such as motors and relays
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REFLECTION COEFFICIENT VS FREQUENCY

CONDITIONS:

HH
HHHH

sissIszsaso T
E==
i
+
T
T
=
(=3
=
<O -
ZD O
-t €F) — <
E —Nn M
[ I ] ad
wl ¥ oun =m
-
—x zZrErES
+ D x
3 3
mF_N [ [=]
-l O 4
< NN <
O xx P -
DL DN u
b < = "
WMOO 2 il
M ON N X =
e

1.0

1= : Hil
s R L i
R g

=t
jin S e

FREQUENCY - ¥tz

101



o  Atmospheric static (lightning)
0 Radio transmitters
o Possible electrostatic discharges

The primary effect of such sources will be through inductive or capaci-
tive coupling on the transmission medium due to its Tength. However, noise
will also exist at the modems and terminals in the form of thermal noise,
power supply transients and ground loops.

Choice of a transmission medium depends heavily on its noise immunity.
Optical systems, such as optical fibers, have nearly ideal noise insensitivity.
Common mode rejection of 100 dB is easily obtainable and ground Toops may be
eliminated since there is no shield. In some very noisy locations, sub-busing
by optical systems may be desirable. For cable transmission media, however,
care must be taken to minimize noise sensitivity.

Shielding effects of different cables are compared in the Figure*. It
has been found that load variations have little effect on the noise jmmunity.
As can be seen, the shielded twisted pair is better than coaxial cable at all
frequencies with the greatest improvement at the lower frequencies. The Tow
frequency rejection in the twisted pair is due to twisting while the high
frequency rejection is primarily due to the shielding.

A11 of the cables shown had the cable shields grounded at both ends. If
single end grounding is used with twisted shielded pair there is a degradation
in noise attenuation of as much as 30 dB.

Where data bus cables run adjacent to each other over extended distances,
special consideration must be taken. Again careful grounding is required, and
pickup is low between coax and TSP. However, two or more TSP's running to-
gether require different pitch to avoid inductive coupling.

Transmission Line Choices

The technique of coupling to the line is of great effect in the overall
transmission medium characteristics. Primarily considered are balanced,

*R. toveland and J. Goodwin, "Addressable Time Division Multiplexer System
(Cable and Connector Study)," Martin Marietta Corp., Denver Division, March
1968.
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transformer coupled and non-balanced or single-ended. There {s a complexity
weight and volume penalty in transformer coupling but its superior noise
rejection make it more desirable than direct coupling for noisy environments.

Taking into account the expected interference environment and cable
characteristics, recommended cables are shown in the Table below. TSP seems
clearly indicated for low level data and signalling requiring high accuracy
due to its superior noise rejection. Shielded twisted pair should be driven
from balanced circuitry to achieve optimum advantage. At very high data
rates (in excess of 10 watts) the attenuation in shielded pairs is
insurmountable and coax must be used.

Moderate Data Very High Data
Rate Rate
Shielded
Twisted Pair Coaxial Cable
High SNR
Single~Ended Single-Ended
Shielded
Twisted Pair Coaxial Cable
Low SNR
Balanced Line Balanced Line-
With Double Shield

Table 2.

Recommended Data Bus for
Different Operating Conditions

Modulation and Detection

Line Induced Distortion

Associated with any communication channel is a channel impulse response
h(t). The effect of non ideal Tine characteristics lead to distortion of each
transmitted signal as indicated in the Figure. There is an energy loss during
the period, indicated by cross-hatching, and intersymbol interference due to
received energy in other bit periods. These, combined with additive noise
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LINE INDUCED DISTORTION

UNDISTORTED PULSE

DISTORTED PULSE

Y

DISTORTED AND UNDISTORTED RECEIVED PULSES

CRITERIA FOR MO‘DUL_ATION/DETECTION SCHEMES
e NOISE IMMUNITY

e INTERSYMBOL INTERFERENCE

® BANDWIDTH EFFICIENCY

® BIT SYNCHRONIZATION

® COST COMPLEXITY
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tend to increase the bit probability of error. A modulation and detection
scheme must be chosen which minimizes the effects of such distortion and
meets the criteria stated. Intersymbol interference is caused by over-
Tapping of the positive and negative overshoots of the past pulses into the
current time slot. It is most significant at the sampliing and transition
instants. Equalization may be used to decrease the intersymbol interference
in the form of transversal filters or pre-emphasis techniques. These com-
pensating filter techniques have not been found necessary in the Shuttle data
bus due to modest data rates and line length.

Modulation techniques may be generally divided into carrier and non-
carrier where the former refers to mixing a carrier frequency with the data.
Typical non-carrier (baseband) modulation schemes, their advantages and dis-
advantages are shown in the first Figure. Similar lists may be studied for
carrier systems. Carrier systems are found to be most applicable to higher
data rates where their higher complexity is offset by increased communica-
tion efficiency due to Tower percentage bandwidths. Any hybrid time division/
frequency division multiplexing scheme also requires carrier type signalling.
In the summary below a recommended carrier system for higher data rates is
described,

The bit error performance of the several baseband modulation schemes
may be analytically predicted as shown in the second Figure. However,
including the effects of the channel distortion becomes a complex task and
can be done properly only with lengthy computer calculations or simulation.
One interesting comparison is offered in the third Figure. The Manchester
(biphase) modulation results antipodal signalling while bipolar requires
only half as much bandwidth. For a fixed error rate in the presence of
noise, a lower data rate/low pass bandwidth ratio favors bipolar signalling.
However for the chosen typical twisted shielded pair, Manchester is best for
reasonable operating values.

There are three general ways to provide bit synchronization for

detection:

1) Provide a separate clock line
2} Reconstruct the clock from the data
3) Frequency multiplex the clock with the data.
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Comparisons of Baseband Signalling Techniques

Modulation
Scheme npplication Advantages Disadvantages
NRZ hC coupled 1. Best performance in 1. Sync obtainable from data but
nystem gaussian noise relatively complex
2. Bandwidth equal to data rate
RZ BC coupled 1. Easy to generate 1. Inferior in performance to NRZ
1ystem 2. Same sync difficulties as NRZ
Polar RZ {IC coupled " 1. Sync easily derived fro.: the 1. Inefficient in its use of bandw'dth
Lys tem data stream as compared to RZ :
' 2 "Requires that a positive and
negative polarity pulse be
generated .
Manchester 1L coupled 1. Performance in gaussian noise 1. Requires approximately twice th:
tystem equal to that of NRZ bandwidth of NRZ
2. Sync easily derived fror. the
~data stream
Low fre- 1.C coupled 1. Sync readily derived from the 1. Hasteful of signal eneray
quency Alt “ystem data 2. Optimal receiver difticult to
implenent
Bipolar }C coupled 1. Bandwidth equal to data rate 1. Subject to dz wander
systea ¢. Requires &n encedoer
3. Same sync problens as NRZ
Pair selec- IC coupled 1. Bandwidth equal to the cata 1. Framing required -- adds to circuit
ted tevnary cystem rate cgmplcxity -~ but 1gnds itseli vo
2. No dc wander digital implementation
3. Sync easily derived froi- the
data
4. Inherent error performance
monitoring
Duobirary A’ counled 1. Achieves 2 1o 1 bandwidth 1. 6 dB worse than NRZ in
s.'stems compression, i.e., bandwidth performance
. equals half the data rate 2. Requires signal shaping
2. Sync obtainable from the data
“3. Insensitive tc sync filter
Hultitevel A or de 1. Achieves bandwidth compr:ssicn | 1. Harder to mplement than simpier
signalling cupled - binary signalling
s,'stems
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PERFORMANCE OF VARIOUS SIGNALLING SCHEMES
ASSUMING A DISTORTIONLESS CHANNEL
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Each of these techniques have been used often in telemetry and data
systems and are well understood. Numerous implementation have been worked out
for each modulation scheme. Just as with modulation, different synchroni-
zation schemes have pena1tiés in bit error performance due to synchronization.
noise. A number of sync schemes were analyzed in detail. The conclusion was
that near optimal performance in the sense of obtaining the error rate
predicted with ideal synchronization can be obtained with the use of an ex-
ternal line or certain analog self synchronizers. Performance to within 1 dB
of theory is possible with a simple digital bit synchronizer.

For detection of the modulated signal, optimum (energy detection), sub-
optimum (low-pass filtering and sampling), and simple level detection can be
employed. The Figure shows the penalty in sub-optimum detection for
Manchester coded data. Trade-offs are required to determine the optimum
combination of modulation, synchronization and detection for a given operating
environment including the effects of the transmission line. Relative costs
of implementation for combinations of synchronization and detection schemes
in the data bus modem are given in Table 3. LSI analog and digital units
are used where applicable.

No. of LSI No. of Power Normalized

Type Packages Discretes In Watts Costs™
Manchester code

Single 1ine, optimum 2.5 4 2.0 10

Two Yine,non-optimum 0.6 2 0.3 6

Two line,optimum 1.5 2 0.6 7

Single line,non-optimum 0.7 1 0.5 6
NRZ code

Single Tine,optimum 2.0 3 1.4 10

Single line,non-optimum 0.8 1 0.4 6

Sync tone,non-optimum 1.6 0 0.8 8
Bipolar code

Non-optimum- 1.1 ] 0.4 7

*
Assuming a subassembly production run of 4000

Table 3.

Detection Schemes and Bit Synchronization Comparisons
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Recommended Data Bus Modulation Techniques

The previous sections have described the applicable considerations for
communication performance 1in.the presence of noise, intersymbol interference
and transmission line induced distortion. We now produce modulation,
detection and synchronization schemes for several sets of operating conditions.
Implicit in the findings will be the transmission 1ine model for twisted
shielded pair. One type of calculation leading to the recommended approaches
is the communications power budget. A simplified calculation for a 1 Mbps,
low signal-to-noise ratio case is now shown. Let the transmission Tine be
the previous twisted shielded pair model, length 350 ft and 35 equally spaced
10 K Toads. Assume a desired bit error probability of 10’6 at the Tast load
and the use of matched filter (optimum) detection with a separate synchroni-
zation line. Then the following values are found:

Transmission Line Degradation 1.4 dB
Noise and Distortion Requirements 12.7 dB
Noisy Synchronization Degradation .5 dB

Required Eb/N0 14.6 dB

The sample systems are now summarized.

Low SNR (< 20 dB), Data Rate < 5 Mbps

o AC coupled, balanced configuration to minimze noise
0 Manchester (biphase) modulation, energy detection

o Separate clock Tine. Cheaper than phase lock loop
required to obtain sync from noisy data.

High SNR (> 40 dB), Data Rate < 5 Mbps, AC coupled

o Manchester signalling, sampling (simple) detection

0 Clock extracted from data. Less expensive than
two-1ine system in high SNR case.

o Manchester more easily synchronized, less
expensive than bipolar modulation
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Low SNR, High Data Rate, Carrier System

o Coherent binary PSK. Better noise tolerance
than FSK or ASK.

o Pilot tone outside signalling band for sync
phase locking assumed for non-time varying
channel

o PSK superior to differential PSK for linear
differential delay distortion across signalling
band.
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CHECKOUT OF REDUNDANT SYSTEMS
H. L. Newman

General Dynamics/Convair
“San Diego, California

Present analytical tools, such as Failure Mode and Effect Analysis
(FMEA), used in the design process are of limited usefulness for

integrated checkout systems in a redundant environment.

Space Shuttle demands careful consideration of the new factors
introduced by onboard checkout and redundant hardware/software
systems which are configured to be fail operational, fail operational,

fail safe.

A rational approach is discussed with focus on the problems of
utilizing the classical methods. Some of the inadequacies are ex-

plained and several possible approaches outlined.

@ PHASES OF CHECKOUT
@ SHUTTLE AVIONICS CHARACTERISTICS
@ POSSIBLE PROBLEM AREAS

@ POTENTIAL SOLUTIONS
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PHASES OF SHUTTLE CHECKOUT
Shuttle checkout is divided into three major phases.

Pre~flight checkout, used to determine if the systems will per-
form properly, will be accomplished utilizing on-board equipment

and if necessary, some ground support equipment,

In fligﬁt checkout, performance monitoring, and fault isola-
tion is perforrﬁed with only on-board equipment. The crew is
limited in size, and are not maintenance experts. The checkout
function is critical to flight safety as it is used not only to inform
the crew of vehicle status, but also to provide the information neces-

sary to manage subsystermn redundancy.

The post flight checkout phase is concerned principally with

maintenance assistance.

® PREFLIGHT CHECKOUT

CONVENTIONAL USING ONBOARD EQUIPMENT AND NECESSARY
GROUND SUPPORT EQUIPMENT

© INFLIGHT PERFORMANCE MONITORING AND FAULT ISOLATION
ONBOARD EdUIPMENT ONLY
LIMITED CREW
SAFETY CRITICAL
MANAGES REDUNDANCY

® POSTFLIGHT CHECKOUT AND MAINTENANCE ASSIST

116




SHUTTLE AVIONICS

The avionics systems on shuttle will be fail-operational fail-
operation fail-safe, with this failure tolerance achieved by the use

of multiple redundancy.

The shuttle launch rate of 25 to 75 launches per year and a
program life in excess of 10 years means that between 250 and 750
launches will occﬁr. If we assume a typical mission to require 5
days in orbit, we will have at the end of 10 years accurnulated

somewhere between 45, 000 and 130, 000 hours in orbit,

The equipment used for shuttle will have to be reliable, but
over the life of this program, multiple failures, though rare, will

probably occur,

The onboard systems should have the capability of coping with

multiple failures.

SUBYSTEMS DESIGNED FAIL-OPERATIONAL FAIL-OPERATIONAL FAIL-SAFE

250 TO 750 FLIGHTS OVER 10-YEAR PERIOD
ABOUT 100,000 HOURS OF ORBITAL FLIGHT
EQUIPMENT WILL BE RELIABLE

MULTIPLE FAILURES RARE

MULTIPLE FAILURES WILL OCCUR

ONBOARD SYSTEM MUST CONSIDER MULTIPLE FAILURE
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SELECTION OF EXAMPLES

One of the best ways to determine what type of problems might

o

occur in the checkout of space shuttles redundant systems, is to

examine other vehicles with similar applications.

The inflight performance monitoring function is an extrapola-
tion of present day airline operating practice, and situations where

airlines have had difficulty should be considered.

The airlines utilize multiple redundancy for two reasons;
to provide safety, and to increase the probability of on-time dis-
patch., This quite frequently leads to triple and quadruple redun-
dancy in criticé.l areas, such as engines, hydraulic systems and

electrical power,

The electrical power systems, have evolved over many years
of experience, and a large effort has been expended in their de-

sign, to insure that total power failures will not occur.
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SELECTION OF EXAMPLES

® AIRLINE PRACTICE

@ MULTIPLE REDUNDANCY
® YEARS OF EXPERIENCE

© MAN-MACHINE INTERFACE

® INFLIGHT PROBLEMS
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AIR-LINE ELECTRICAL POWER SYSTEMS

The typical electrical system on a commercial airliner derives
its prime power from engine-driven A. C. generators mounted one

on each engine.

Alternating current power is supplied to using equipments by
means of multiple distribution buses, with circuit breakers pro-

tecting the buses and generating equipment,

Direct current supply is provided by transformer-rectifiers
and batteries with distribution again accomplished by means of

multiple distribution buses,

The inflight eheckout, monitoring and switching of these sys-
tems is semi-automatic with supervision provided by the flight

crew,

Two recent airline incidents involving complete loss of elec-
trical power will be examined for information of possible use to

‘shuttle.
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727 ACCIDENT

A 727 aircraft was dispatched with the number 3 A, C. generator
known to be inoperative, This was possible because the minimum
equipment list for this aircraft only requires two operative gener-

ators.

During climbout, a fire warning signal was observed on number
one engine and this led to the shutdown of the number one engine and

its operable electrical generator.

A short time after this engine shutdown the remaining generator
(#2) was lost., The exact reason for this loss was not determined,
although it was probably caused by the total A. C. load being imposed

on the single generator.

This vehicle carried a standby electrical power supply that could
supply the essential bus with power for critical flight instruments and

radios. This standby system either was not activated or malfunctioned.

The aircraft was flying under poor visibility conditions, and when
the electrical'power failure resulted in the loss of attitude reference
instruments, the crew was unable to control it, and the aircraft

crashed.
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727 ACCIDENT

® DISPATCHED WITH NO. 3 A-C GENERATOR INOPERATIVE

@ NO. 1 ENGlNE' SHUTDOWN AFTER FIRE WARNING

® NO. 2 A-C GENERATOR LOST

@ STANDBY éOWéR NOT UTILIZED

@ NO.2 A-C GENERATOR PARTIALLY RESTORED FOR 9-15 SEC.

@ AIRCRAFT CRASHED INTO OCEAN
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CV 880

An 880 recently lost all electrical power after experiencing multiple
failures, The sequence went as follows:

One of the air conditioning system freon compressor motors mal-
functioned, throwing an oscillating load on the power system.

The freon motor protection system did not detect the motor mal-
function (overcqrrent, overtemperature, overpressure, loss of phase),
since some protectors had failed, Other generator system protective
functions, although operative, did not interpret this type of cycling
load as a failure, and thus did not isolate the paralleled system.

The contractors associated with the four paralleled generators
did not trip.

The oscillating load caused the hydromechanical constant speed
drives to overspeed. This resulted in an automatic protective device
in each of the four constant speed drives to cycle to underspeéd and
lock into this mode. When in underspeed, the jet engine must cease
rotation before the constant speed drive can be reset., This of course
is impossible with the aircraft in flight, with the fans windmilling.
Thus all alternating current generating capability was lost,

The emergency battery failed thirty seconds after loss of the AC
system, due to four defective cells, leaving the aircraft with no elec-
trical power,

Unlike the 727 accident however, the 880 was flying in good visi-

bility conditions and was able to land safely.
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880 INCIDENT

@ FREON MOTOR IN AIR-CONDITIONING SlYSTEM FAILED

® FAILURE PUT OSCILLATING LOAD ON SYSTEM

® MOTOR PROTECTOR DID NOT OPERATE

® BUS PROTECTIVE PANEL DID NOT TRIP BUS TIE CONTACTOR
® GENERATORS ALL EXPERIENCED OVERSPEED

@ GENERATQRS ALL LOCKED INTO UNDERSPEED

@ BATTERY FAILED AFTER 30 SECONDS

@ AIRCRAFT LANDED SAFELY
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PROBLEM AREAS

Looking at the 727 and 880 electrical problems, we {ind that

multiple failures do occur, although of course they are rare,

The failures that do occur are not necessarily related, and
can occur in two different subsystems, and still cause an unex-

pected complete system failure.

The shuttle subsystems should be examined to assess the
probability of such multiple failures, and if necessary action

should be taken to insure vehicle safety.
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PROBLEM AREAS

® MULTIPLE FAILURES
® UNRELATED FAILURES
® TOTAL SYSTEM FAILURE

® SYSTEM FAILURE NOT PREDICTED
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AUTOMATIC MALFUNCTION ANALYSIS

The application of modern computer simulation and analysis tech-
niques to shuttle design and checkout could assist in resolving some of

the problem areas,

Typical of techniques available to aid in solution of checkout prob-
lems is a group éf programs known as Automatic Malfunction Analysis
(AMA). AMA was developed for MSFC on NAS8-20016, NA88—21338
and previous contracts. AMA is designed to simulate and analyze
large discrete networks, and to provide for any failure a rapid identi-
fication of the malfunctioning component. This analysis, due to its
inverse organization is much more efficient than one employing mal-
function insertion. For example, an analysis was performed of the
Saturn S1C engine cutoff network which consists of approximately 3700
elements with over 200 monitoring points or indicators and which assumes
216 different states as it is cycled through normal operation. AMA took
about 12 hours running time on a 7094 to produce the output search key
and malfunction set tapes. Similar analysis utilizing fault insertion
techniques would have taken over seven years to complete. This output
data will then permit identification of any malfunctioning component
within approximately 50 ms seconds. While at present structured to
analyze only single point failures, inspection of the' malfunction set out-
puts and program organization indicates that an extension of AMA capa-

bilities to analyze multiple failures is possible.
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AUTOMATIC MALFUNCTION ANALYSIS

FORCING FAILURE
FUNCTION CANDIDATES
l l SEARCH
KEY
STATIC AUTOMATIC
MODEL | ';’&Gﬁk#g; L »| CONFIGURATION | MALFUNCTION
‘ LISTING ANALYSIS -
MAL -
T FUNCTION
SETS
AMA COMPUTER TIME REQUIREMENTS
3700  ELEMENTS 12 HR. ON
7094 TO
PRODUCE OUTPUT

200 INDICATORS
SEARCH KEY AND
216 STATES MALFUNCTION SETS
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RECOMMENDATIONS

The problems identified in this paper can best be solved in the design
phase of the shuttle program. Due to the large total number of hours in
orbit, shuttle will probably experience multiple failures, and systems
should be de signea to keep multiple component failures from producing
unexpected total system failures. An example of this type of design is
the hydraulic actuator planned for the SST. This internally redundant
actuator, while complex, is simple enough that multiple failure analysis
can be performed at the actuator level, without having to consider the

remainder of the flight control and hydraulic subsystems.

Mere inclusion of multiple redundancy will not achieve shuttle goals
and the design process should include a documented analysis that will

verify that the system is truly fail operational fail operational fail safe,

The Failure Mode and Effect Analysis (FMEA) process should be
extended to analyze failure effects under multiple failure conditions, and
to also recognize that the effect of a particular failure is also a function

of the system state,

The:on-board checkout function, utilized to manage subsystem re-
_ ‘dumllénAcy'-; ‘should be designed to recognize multiple failures, and properly

assist in any necessary reconfiguration,
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RECOMMENDATIONS

® DESIGN FOR MULTIPLE FAILURE SURVIVABILITY

® VERIFY FAIL-OPERATIONAL FAIL-OPERATIONAL FAIL-SAFE BY ANALYSIS
IN DESIGN PROCESS

@ PERFORM FMEA THAT CONSIDER NOT ONLY MULTIPLE FAILURES, BUT STATE
OF SYSTEM AT TIME OF FAILURE

@ ONBOARD CHECKOUT MUST BE ABLE TO COPE WITH MULTIPLE FAILURES
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AREA INSTRUMENT APPROACHES

B. Lyle Schofield
Air Force Flight Test Center
and
Harold G. Gaidsick and Shu W. Gee

NASA Flight Research Center
Edwards, California

INTRODUCTION

The return of a manned space shuttle to a predetermined runway will require a
terminal -area guidance technique for an instrument approach and landing. The tech-
nique is dictated by the requirement that the terminal maneuvers be made with power
off. This requirement exists when engine start after entry cannot be accomplished
and because it would be beneficial from the standpoint of weight saving fo eliminate
the approach propulsion and fuel requirements. The need for a power-off precision
instrument approach had not existed in the past, and, therefore, no guidance system
has been developed. ' ’

The operational feasibility of conducting power-off approaches after entry into the
earth's atmosphere has been demonstrated by the X~15 program, and the feasibility of
power-off approaches with low lift-to-drag ratio (L/D) configurations has been further
demonstrated by the M-2, HL-10, and X-24A lifting bodies. However, these power-
off approaches have all been demonstrated under visual flight rules. Some of the
proposed shuttle vehicle configurations are low L/D vehicles that will approach and
land much like the X-15 airplane or lifting body vehicles.

The first part of this paper will discuss a terminal -area guidance technique
recently developed by the Air Force Flight Test Center around the F-111A inertial
navigation system. The results of flying under instrument flight rules using this
guidance scheme will be reported as will the results of ground controlled approaches
(GCA) using an NB-52B airplane in an unpowered, low L/D configuration. The latter
portion of this paper will discuss a circular approach guidance scheme under develop-
ment at the NASA Flight Research Center. ’
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The F-111A airplane with its variable wing sweep and relatively large variation in
gross weight made it possible to investigate the flight characteristics for a range of
low lift-drag ratios and planform loadings (fig. 1). The 72.5° wing sweep configuration
with gear retracted (clean) was representative of a reentry vehicle with a high fineness
ratio. The maximum L/D was relatively high (6. 0), and the speeds associated with
the L/D were also high (288 knots at 45 Ib/ft2 planform loading and 349 knots at
66 1b/ft2, the highest planform loading tested in this configuration).

The 72.5° wing sweep and gear -extended configuration provided a maximum L/D
of 3.7, which was representative of the lifting bodies now under flight test (HL-10 and
X-24A), The F-111A gear limit speed of 295 knots prevented operation on the steep
front side of the L/D curve where the lifting bodies operate during their landing ap-
proach. As can be seen in the figure, this restricted L/D variation and consequently
vehicle ranging.

From the standpoint of maximum L/D, the 50° wing sweep, gear-down configuration
was representative of many configurations proposed for the space shuttle except that
the peak L/D occurred at a somewhat hi%her speed (lower lift coefficient) than for the
space shuttle configurations. At 45 1b/ft< planform loading, the F-111A maximum L/D
speed was 226 knots and the space shuttle speeds are approximately 175 knots.

The F-111A 26° wing sweep, gear-down configuration has an L/D range which
covers the maximum performance which might be anticipated for reentry configurations.

Labeled on each curve is a "nominal approach L/D" which was used in defining
ILS approach patterns. The nominal L/D was selected to provide a moderately high
L/D for the particular configuration as well as to provide for variations in L/D and
speed while staying within the constraints imposed by the gear limit speed. Operation
on the front side of the L/D curves was found to be important in the control of ILS
approaches. The cues to the pilot in correcting to glide slope were in the proper
direction; that is, if the aircraft was below the glide slope, he pulled the nose up which
increased the angle of attack (and lift coefficient) and provided a higher L/D and a
shallower flight-path angle. When the shallower flight path intersected the desired
glide slope, the pilot pushed the nose down to maintain the glide slope, and the speed
began increasing to the desired value,

SUBSONIC F-11TA LOW L/D PERFORMANCE
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The onboard F~111A inertial navigation system provided the capability to generate
any desired glide slope to any preselected site below 10,000 feet altitude. The pilot
was presented with distance, bearing, glide slope, and course deviation information
to the preselected site. Additionally, a sensitive radar altimeter provided the pilot
with accurate height information for flare initiation. Using this onboard equipment, a
navigational and terminal-area energy-management scheme was developed to investi-
gate approaches of the ILS type for unpowered, low L/D configurations. A model of
this scheme is shown in figure 2.

The approach technique can be broken down into the following four phases, with a
transition maneuver between each phase:

Energy dissipation - deceleration and descent at a constant radius around point A
down to the initial approach altitude (similar to traversing the surface of a cylinder)

Initial approach - constant airspeed, straight descent toward point B for the turn
to final approach (similar to traversing the surface of a cone)

Final approach - constant airspeed descent on the runway heading toward point C
down to flare altitude

Deceleration and landing - deceleration on a very shallow glide slope‘tb' touchdown

The only assumption made in the implementation of this scheme was that a reentry
guidance scheme would be capable of guiding the pilot to intersect the energy dissipa-~
tion cylinder at speeds greater than Mach 0.85 and less than about Mach 2. 0.

A number of these approach maneuvers were performed starting at Mach 2.0 and
50,000 feet altitude. A supersonic configuration of 72.5° wing sweep, gear retracted
(clean) was used down to Mach 0. 85 where the airplane was reconfigured to 50° wing
sweep, gear down, the configuration most representative of space shuttle configura-
tions. :

MODEL OF ILS APPROACH TECHNIQUE
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At the start of the approach maneuver, the center coordinates (A, fig. 3) of the
energy dissipation circle were selected so that the inertial distance measuring equip-
ment (DME) presented the distance or radius to the center. As the aircraft slowed
and descended, the bank angle was reduced and modulated to maintain the 16,5~
nautical -mile turn radius. When 2 predetermined turn-in altitude of 34,000 feet and
an indicated airspeed of 285 knots were reached, the gear was lowered and the wings
were swept to establish the 50° wing sweep, subsonic L/D configuration. An initial
approach radial was determined at that {ime, and the coordinates and glide slope for
the radial aim point (B) were inserted into the inertial system.

ILS APPROACH TECHNIQUE
PLAN VIEW

ENERGY DISSIPATION
CIRCLE
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\
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\
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During the initial approach phase (fig. 4), the pilot modulated airspeed and bank
angle to center the glide slope and course deviation displays while monitoring the DME,
which presented the distance to the glide slope aim point (B).

Very little attention to speed and altitude was required. The altitude was deter-
mined by the glide slope, and when on glide slope the airspeed tended to stabilize at
the proper speed. When the precomputed turn distance appeared in the DME display,
the pilot started a 30° bank to final approach while maintaining airspeed. During the
turn, the final approach aim-point (C) coordinates were selected. The airplane was
rolled out of the turn on the final runway heading, and the pilot's attention was re-
turned to the glide slope and course deviation displays. These displays were centered
during the final approach while the pilot monitored the radar altimeter. As the radar
altitude reached the proper flare height above the runway, the pilot reverted to visual
flight by removing the hood and initiated the flare. Because of ground clearance and
tire speed limits of the F-111A airplane, the wings were moved to 26° sweep between
start of flare and touchdown.

INITIAL AND FINAL APPROACH PHASES
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In addition to the terminal -area energy-management maneuver, two other methods
of intersecting the energy dissipation circle were demonstrated (fig. 5). These two
methods were based on headings directly toward the center of the circle at the time
power was cut (Mach 2.0 and 50,000 feet altitude). In one instance, the power was
cut 30 nautical miles from the center and the pilot turned the airplane to intersect the
energy dissipation circle tangentially (approach 2). In the other instance (approach 3),
the power was cut directly over the center of the circle and the pilot banked the air-
plane to intersect the energy dissipation circle from the inside. The energy dissipation
circle constitutes, in essence, a landing approach window of 33 nautical miles in
diameter, because the approach can be made from any direction to intercept the dis-
sipation circle. A Mach range from 0. 85 to 2.0 for interception of the landing ap-
proach window between 34,000 and 50, 000 feet altitude was demonstrated during the
program. Approaches 2 and 3 were representative of the kind of positioning that would
be available from a very simple reentry guidance system such as the guidance scheme
used in the Precision Recovery Including Maneuvering Entry (PRIME-SV-5D configu-
ration) program. X should be pointed out that these two approaches were performed
under the hood. All three of these ground tracks are actual test results.

THREE TYPES OF HIGH-ENERGY APPROACHES
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Four pilots flew more than 50 approaches (mostly hooded) using the range of lift-
drag ratios and the configurations shown in figure 1. Of these, nine were started at
about Mach 2.0 and 50,000 feet altitude and five of the nine were performed hooded
down to flare initiation.

Of the pilots who participated in the F-111A low L/D evaluation, two were ex-
perienced lifting body pilots and the other two were Air Force test pilots assigned to
the F~111A Test Force. All pilots performed hooded approaches of the ILS type in
the four configurations. The approach conditions flown are summarized in figure 6.
The lowest start-flare/hood-removal altitude (200 feet) was with the 26°, gear-down
configuration which provided the highest L/D at the start of flare (6. 6), the lowest
approach glide slope and airspeed, and the largest L/D variation for flare (6. 6 to 8.0).
The highest start-flare/hood-removal altitude (800 feet) was associated with the 72.5°,
gear-down configuration which exhibited the highest approach glide slope (lowest ap-
proach L/D) and essentially no L/D variation availability during flare. Hood removal
altitudes were selected from tests which showed that the pilot could descend hooded to
flare altitude, remove the hood, and perform a comfortable flare.

The major conclusion from the low L/D, simulated IFR test was that it was pos-
sible to consistently make hooded approaches from Mach 2.0 and 50, 000 feet altitude
down to flare initiation. Further, these maneuvers were performed by four different
pilots, two of whom attempted and performed the maneuver from Mach 2, 0 only once,
The pilots considered the flying task for this type of ILS approach to be less demanding
than that associated with normal, low speed, powered ILS approaches because:

(1) The higher approach speed associated with low L/D approaches provided sig-
nificantly better handling qualities than provided by low-speed powered approaches.

(2) Approaching at the higher speeds provided sufficiently large stall margins
that the pilot was not concerned with speed changes associated with flight-path control.

(3) Operation on the speed stable (front) side of the L/D curve allowed the pilot
to make corrections to glide slope with pitch changes only rather than a combination
of power and pitch change which is required for the conventional, low-speed ILS
approach.

REPRESENTATIVE F-1MIA UNPOWERED,
L/D APPROACH CONDITIONS

APPROACH START FLARE/HOOD
NOMINAL | coNRIGURATION | GLIDE SLOPE | AIRsPeED, | REMOVAL ALFTUDE
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ANGIE, DEG | KNOTS | gab AOOVE
66 | A=26° GEAR 81 250 200
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Hooded ground controlled approaches (GCA) were conducted with the NB-52B air-
plane in a configuration of idle power, landing gear extended, and airbrakes fully
deployed. This provided approach lift-drag ratios from 3.2 to 4. 4. Straight-in
approaches were flown from about 16, 000 feet above ground level (AGL) through flare
to touchdown (fig. 7). The approach airspeeds for these maneuvers varied from 230
to 250 knots indicated, and the flare initiation altitudes were from 500 to 800 feet AGL.

The Flight Research Center precision radar was used by a flight-test engineer
to provide glide slope corrections to the pilot. Course steering information was pro-
vided to the hooded pilot by the non-hooded safety pilot through visual contact with the
runway.

Three pilots participated in this portion of the evaluation, with the resulting con-
clusion that the piloting task associated with this maneuver was no more demanding
than for normal powered GCA approaches. The piloting task was less demanding be-
cause the airplane was being flown in the speed stable region, which required no
throttling, and the handling qualities were better at the higher approach speeds. How-
ever, because of the lack of vertical speed indications (the rate-of-climb meter was
pegged throughout the approach), it was necessary to use pitch attitude alone to make
corrections to the glide slope. This was a somewhat more difficult task than using
pitch attitude and vertical speed for corrections to glide slope in a normal GCA. As
a result, the overall task was about as demanding as a normal, powered GCA approach.
The addition of trend indicators such as vertical speed would undoubtedly improve the
pilots rating of the unpowered GCA approach.

It should be noted here that ILS approaches as accomplished with the F~111A
evaluation were easier than the GCA approaches, because trend information was avail -
able to the F-111A pilot through monitoring the glide slope and centerline displays, but
only position information with some delayed trend information was available using
ground control procedures.

NB-52B GCA APPROACHES

HOOD REMOVAL ALTITUDE
= (500 - 800 FT ABOVE GROUND LEVEL)

DISTANCE, n. mi
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The results of the flight tests with the F-111A and NB-52B airplanes have demon-
strated that IFR power-off approaches from high altitudes are feasible. The avionic
systems used in these flight studies were not designed for these operations, and
therefore a relatively high workload was required of the co-pilot or ground controller.
To improve the system, a ferminal-area guidance scheme is being investigated to
provide the avionics for a power-off, fully IFR, circular approach capability. The
guidance scheme is tailored to the aerodynamic characteristics of a lifting body vehicle,
because the lifting body is representative of one of the possible manned space shuttle
configurations. :

Figure 8 is a general representation of the circular approach scheme. A some-
what conic surface, based on the aerodynamic characteristics of a vehicle, is generated
for various bank angles and a given approach speed and stored in a computer. The
location of the aircraft in space is compared with the location of the conic surface, and
the error signal is fed to a flight-director type of display system for the pilot. When
the vehicle is on the conic surface, the result is a steady-state flight condition.(con~
stant bank and constant airspeed) in a curved path that will arrive at the apex in the
direction of the runway. The apex is considered to be at an outer marker or a point
that coincides with the ILS localizer and glide slope beams. The conic surface re-
sembles a tilted cone but is a distorted figure to allow for turn radius and true airspeed
variations that occur during descending flight on a standard day.

GUIDANCE SCHEME
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The conic surface of figure 8 was generated by assembling a number of simulated
flight profiles of a lifting body at constant bank and constant speed. Figure 9 shows
only four such profiles for a left turn system. FEach path represents a flight from
50,000 feet altitude to ground elevation. By positioning these paths to a common end
point and direction, a set of nominal solutions was formed. The set contains an
infinite number of solutions for bank angles from 0° to 40°. The 220° heading at the
end point is arbitrary and was chosen because it is the heading of a runway at Edwards
Air Force Base. For a right turn system, a mirror image set of nominal solutions
must be generated. o

SET OF LEFT TURN SOLUTIONS

x 50,000 FEET

O GROUND ELEVATION
30° AND HEADING 220°

25°

15°

20°
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Figure 10 shows the terminal-area circular approach guidance laws that are
being investigated; HGg is heading command and GS; is glide slope command. In
the heading command equation, the actual aircraft heading HGy/c is compared with
a desired heading HGq to form an error signal. The desired heading HGq is a
function generated from the headings of the nominal solutions and is stored in a com-
puter. The energy term contains elevation error AEL, which is potential energy,
and airspeed error AA/S, which is kinetic energy. When the energy level is above
a desired level, the error signal causes a heading command away from the apex of the
conical surface, thus increasing the flight-path length to dissipate the excess energy.
When the command is satisfied, the vehicle will eventually reach a nominal solution.
The variable coefficients Cy and Cy are sized to give a desirable convergence to
the nominal solutions. The glide slope command GS; is mechanized in much the same
way as the heading command. By displaying heading command and glide slope command
on the crosspointers of a flight director display, the pilot has his choice of techniques
for satisfying the commands. To limit airspeed variations during flight, the preferred

technique would be to satisfy the heading command first and then the glide slope com-
mand.

GUIDANCE LAWS

HG, = HGyg - HG 4/ + C,(AEL + 0.001 AA/S)
GS¢ = GSq - GSq/c + Cy(AEL + 0.0005 AA/S)

WHERE
) Elg - Elqg /e
Eld
AA/S = A/Sd - A/SCI/C

AEL =

HGy, ELy =STORED CURVES
A/S 4 = CONSTANT (260 KNOTS)

GS4 = CONSTANT IN TERMS OF
MODIFIED ALTITUDE H = HHypyg)

A/Sq/c = INDICATED AIRSPEED

_H

El.ﬂ/c *D

H

GSq/.: = -\—I-
HGa/c = HEADING

HG., GS¢ = HEADING AND GLIDE
SLOPE COMMANDS
» Ci Cy = VARIABLE SCALING COEFFICIENTS
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A digital program was written to simulate the circular approach guidance system
and the flight of a lifting body. The heading and glide slope commands were fed back
(through a function that simulates a pilot) to control the vehicle in pitch and roll.
Figure 11 shows computed data of the performance of the system. Paths 1, 2, and 3
are nominal solutions starting at 50,000 feet altitude. Paths 4, 5, and 6 are high
energy conditions, starting at 60,000 feet altitude. Because of the higher energy in
paths 4, 5, and 6, the vehicle turns away from the conical apex to solve the energy
problem, which results in a different solution than for paths 1, 2, and 3. The dashed
portions of the paths show the convergence to a2 nominal solution and the path length
required to solve the energy problem. The solid portions are when the energy problem
is solved. Paths 7, 8, and 9 are low energy conditions which result in shorter paths.

The guidance scheme is designed to provide a minimum of pilot workload, and the
commands are compatible with normal visual piloting techniques where the pilot mentally
assesses his present situation and applies the best solution from that position. Because
the scheme requires the pilot to maintain his position anywhere on the surface, his
workload should be less than to maintain his position on a line such as with the ILS sys~
tem,

STARTS FROM DIFFERENT ALTITUDES
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Figure 12 shows another way of looking at the performance of the circular ap-
proach guidance system by starting at the same altitude but at different locations with
respect to the runway. Although the guidance scheme provides navigation information,
it does not determine the operating boundaries of the system. The convergence on a
solution ig limited by the operating capabilities of the vehicle. For example, at low
energy conditions, the vehicle is flown at an angle of attack related to maximum L/D
which limits the range of the vehicle when converging to a solution. When a solution
is reached simultaneously with reaching the conical apex, the convergence limit is
reached. Thus, the operating boundaries for this vehicle are dictated by the practical
L/D operating range of the vehicle.
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The circular approach guidance system described ig still being studied and re-
quires further simulation with a cockpit and a pilot in the loop. Although this work
uses low L/D aerodynamics, it can be applied to high L/D by changing the guidance
coefficients. The system may be easier to fly than the conventional ILS because the
pilot is required to stay anywhere on the surface as opposed to staying on a line such as
the ILS system requires.

The simplicity of the system makes it attractive for a practical application,

The system can be mechanized from VOR, DME, and altitude information for on-
board data processing, although the scheme under study uses azimuth and elevation
angles from radar inputs.

The guidance scheme is one of many potential solutions for providing a terminal-
area, IFR, circular approach guidance system for an unpowered space shuttle vehicle.

GUIDANCE STUDY RESULTS

LOW PILOT WORKLOAD

SIMPLE
PRACTICAL

POTENTIAL SOLUTION
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SUMMARY

Unpowered terminal-area instrument approaches have been the object of recent
flight and ground studies at the Air Force Flight Test Center and the NASA Flight
Research Center. The results of these studies showed that:

(1) Power-off IFR approaches were feasible.
(2) The approaches were conducted on the speed stable side of the L/D curve.

(3) The pilots considered the flying task to be less demanding than that associated
with normal, low speed, powered ILS approaches.

(4) The higher approach speeds provided significantly better handling qualities
than conventional powered approaches.

(5) A guidance scheme that may provide a power-off, fully IFR, circular ap-.
proach capability was described.
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AUTOMATIC AND MANUAL TERMINAL GUIDANCE AND CONTROL STUDIES
IN SUPPORT OF THE SPACE SHUTILE PROGRAM
D. W. Smith

" NASA-Ames Regearch Center
Moffett Field, California

INTRODUCTION

Following reentry from orbit, the Space Shuttle Vehicle must be able to
perform automatic landings under Category II conditions. In addition, a
piloted lending capability is required. Since the 8SV will fly and respond
much like a large jet transport aircraft during the approach and landing, a
significant transfer of jet transport autoland technology is expected. How=
ever, the Space Shuttle is in many ways different from large jet transports.
For example, the Shuttle will probably have a lower L/D max, may be unpowered
in the approach, and may fly subsonically at high angles of attack (up to 60
degrees) for a portion of the approach trajectory. Based on these differences
and on results of the recent NASA ILRV studies, it appears that research is
necessary to develop a technology base for the design of the terminal guidance
and control system for the lifting-entry, horizontal landing Space Shuttle
Vehicle. This research should establish the guidance laws and the guidance
and control equipment and instrumentation, both airborne and ground-based,
necessary to accomplish automatic guidance and control from a "high gate" at
100,000 feet to the ground. The minimum equipment, instrumentation, displays,
etec., which are necessary for the pilot to monitor the performance of the auto-
matic system or to assist the pilot to any degree he desires to manually guide
and control the vehicle to the landing site should also be defined. To meet
the needs of the Space Shuttle project, a supporting research program has been
defined, and is being implemented by the Ames Research Center. A brief
description of the program objectives, plans, and status follows.

As stated previously, the basic objective of this program is to provide
technology for the design of a terminal area navigation, guidance and control
system suitable for automatic or piloted landings under Category II conditions.
In our studies, we will emphasize an examination of the problems associated
with the high cross-range orbiter. However, the low cross-range vehicle will
also be examined,
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An illustration of the problem is presented in figure 1. The Ames'
studies will be concerned with that phase of flight which begins at the end
of reentry (approximately 100,000 feet and Mech equal 2.5) and extends on
through the final approach to flare and touchdown.

The problem initial conditions are set by the "end-of-reentry footprint"
which is defined by the accuracy of the reentry navigation guidance and con-
trol system. Given a set of initial conditions, the vehicle energy must be
managed, and the vehicle precisely controlled so that it is guided to an
approach target area from which the final approach is initiated,

The flight control system will include a sophisticated inertial navigator
and digital computer. The combination of information from the ground-based
navigation aids and the onboard inertial navigation system, using the onboard
computer, holds promise of achieving precise navigation and guidance during
automatic landings under Cat II conditions. 1In addition, such a system holds
the potential of (1) minimwizing the ground-based equipment and, hence, allow=
ing for a wider selection of landing site; end (2) improving system relia-
bility.

Having achieved the approach target area, the final approach begins. In
this flight phase, the vehicle flies along & steep glideslope approasching 18
degrees, with velocities approaching 300 knots.

The landing flare and runway slignment maneuver represents one of the
most critical phases in the landing of the Space Shuttle Vehicle (Orbiter).
The demands on the automatic flare and runway alignment control system are
particularly severe, if the shuttle is an unpowered configuration. The prob-
lem is further complicated by gust disturbances, wind shear, instrumentation
errors and nolse, as well as dispersions in the initial conditions from which
the flare is initiated.

. An additional point, which should be mentioned, is that even though the
Space Shuttle is envisioned to have a highly automated flight control system,
a manual control capability is required; therefore, it i1s necessary for this
vehicle to have satisfaectory piloted handling qualities. The achievement of
satisfactory flying qualities affects vehicle shape, the flight control
system, vehicle weight, and flight safety. Thus, the Space Shuttle handling
qualities will have a major Influence on the Space Shuttle Vehicle program.

The Ames' supporting research and technology effort will be focused on

providing practical solutions to these problems and solutions which fit within
the guidelines of the Space Shuttle Vehicle program.
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BLENDED INERTIAL/RADIO NAVIGATION. - This task is primerily concerned
with the navigation problem, that is, the precise determination of the
vehicle state (position, velocity, and attitude). There will be a high=
guality inertial navigation system onboard the Space Shuttle Vehilcle, as well
as an airborne digital computer. On the ground will be varioues radio navige-
tion aide. The objective of this study 1s to determine how we can best use
navigation measurements from the onboard inertial navigation system combined
with signals received from the ground-navigation aids to solve the navigation
problem. In other words, we will be concerned with the analysis and simula-
tion of & precision landing system, using a state estimator based on a filter
which processes information obtained from the INS and various ground aids. A
contract effort for this portion of the program has not been formulated. At
the present, the in-house program consists of an experimental flight-test pro-
gram involving the Ames' Conveir 340, A digital computer and certain naviga-
tion receivers are in operation onboard the vehicle, and an inertial navigation
system is presently being installed. This system will be used to investigate
the so-called tri-lateration techniques, and should be flying in approximately
a year from the present time.

AUTOMATIC FLARE AND RUNWAY ALIGNMENT SYSTEM STUDIES. - The basic
objective of this program is to define automatic flare and runway alignment
systems for a candidate Shuttle (Orbiter) configuration. Systems performance
for various values of gust disturbance, wind shear, instrumentation errors,
and noise assuming various initial conditions will be evaluated. A contract
was recently initiated with Bell Aero Space Systems to begin the analysis for
the high cross-range orbiter configuration. A parallel program is being
initiated at Ames Research Center to investigate this same problem for the low
cross~range orbiter configuration.

HANDLING QUALITIES CRITERIA DEFINITION., -~ The objective of this phase of
the program is to analyze end derive generalized handling qualities criteria
for the Space Shuttle Vehicle (Orbiter). The first step in this program will
be to derive preliminary handling qualities criteria using closed-loop systems
analyeis techniques and a mathematical model for the pilot. The results from
the analytical phase of the investigation will then be refined and validated
using fixed-cockpit flight simulation in operation at Ames. A contract was
recently initiated with Systems Technology, Inc., Hawthorne, California to
begin the investigation of this problem. An in-house study is presently under-
way at Ames, using a fixed-cockpit simulator to investigate the hendling
qualities problems associated with the transition from high to low angles of
attack during the landing and approach phase of the stralght-wing orbiter. As
part of this in=house handling qualities program, & study is being initiated
to investigate landing and approsch performence using various sidearm con-
trollers.
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TERMINAL CONTROL AND AUTOMATIC LANDING OF UNPOWERED
SPACE SHUTTLE VEHICLES
Stephen S. Osder

Sperry-Rand
Phoenix, Arizona

SUMMARY N7O~40962

Guidance and control techniques used to accomplish ter-
minal energy management and automatic horizontal landings
of unpowered vehicles are described. The concepts discussed
were previously used in the X-20 Dynasoar remote recovery
system. This system was to acquire the Dynasoar glider at an
altitude of about 120,000 feet and provide the guidance and
energy management for an automatic landing of an unmanned,
single orbit, test flight. The final approach and landing
concepts are also similar to the manual techniques used in
landing lifting body vehicles in VFR conditions.

The roll of the terminal guidance system 1s to converge errors
associated with reentry guidance and navigation so that the
vehicle is brought to a precise position and velocity state at
flareout. In the Dynasoar, the convergence capability involved
a window of ébout 40 nautical miles cross-range and about +£20
nautical miles downrange. In candidate shuttlecraft con-
figurations, similar capability is being achieved in simu-
lations. The technique of selecting an equilibrium glide
path that permits precise flight path control despite the
lack of thrust capability is described. Typical landing tra-
Jectories obtained in shuttle vehicle simulations are demon-
strated. Finally, the method of achieving the automatically
controlled flareout that satisfies terminal vertical veloclty,
forward velocity, and touchdown position requirements con--
sistent with those of conventional jet transports is described.
The flareout technique involves two phases. First, the ve-
hicle is flared to a shallow glide path that allows the

155







SALIENT VEHICLE CHARACTERISTICS

Two generic classes of vehicles are belng studled; the
MSC straight wing configuration (optimized for low gpeed
aerodynamic flight) and a high hypersonic L/D, high cross
range "delta wihg" configuration.

SALIENT VEHICLE CHARACTERISTICS
(APPROACH AND LANDING)

VEHICLE |
CHARACTERISTIC

MSC CONFIGURATION -

(245 ORBITER)

HIGH CROSS RANGE
CONFIGURATION

WEIGHT (POUNDS)
LENGTH (FEET)
Ik (SLUG FT2)
lyy (SLUG FT2)
l,, (SLUG FT2)
W/S POUNDS/FT2
MAX SUBSONIC L/D
o« FOR MAX L/D -

154,000
148
0.778 x 106
5.85 x 106
- 5.95 x 106
83.1
6.83 (NO FLAPS)
8.5 DEGREES

203,000
164

1.6 x 106

10 x 10

11.1 x 106

40.0

4.75 (NO FLAPS)
20 DEGREES
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PREVIQUS MECHANIZATIONS OF UNPOWERED LANDING THCHNIQUES

The geographic and functional characteristics of a previous
system that performed a simllar guidance function are shown.
This system, the Remote Control Recovery System (RCRS), was de-
veloped to guide an unmanned X-20 (Dynasoar) to an automatic
horizontal landing following a "once around" suborbital flight.
It employed a steep angle, equilibrium glide path followed by
a shallow decelerating glide path which was followed by a final
flareout to touchdown. It is essentially an automatic mechani-
zation of the manual techniques used in landing unpowered, low
L/D vehicles. In the X-20 system, ground based computations
plus a microwave data link were used to generate and transmit
steering information. In the shuttlecraft under study all
computations are airborne and the reference flight paths are
synthesized from combinations of NAVAID, inertial and altimeter
information.

RCRS CONTROL CENTERS GEOGRAPHIC LOCATIONS

EOWARDS AIR FORCE BASE
CALIFORMIA

N
AIMIRG POINT

LATERAL RUNWAY
CONTROLLER

LONGITUDINAL
RUNWAY

CONTROLLER
LATERAL CONTROLLER
PRIMARY CONTROLLER

LOS ANGEL!
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TERMINAL AREA RECOVERY WINDOW

The recovery window of the X-20 (Dynasoar) RCRS is shown.
If the vehicle reached a velocity of about 4000 ft/sec and
fell within this window, the RCRS terminal energy management
capabllity would converge the state vector to within a few
feet of the desired lateral and longitudinal alignment at the
point of flareout with veloecity errors bounded to about %2
knots. Similar results are being obtained with the high cross-
range shuttle vehicle although the specification of a recovery
window is complicatéd by the need to consider 360 degree ap-
proaches to the terminal area.

X-20 DYNASOAR TERMINAL
GUIDANCE RECOVERY WINDOW
FROM M = 4.0 TERMINAL CONTROL INITIATION

50
0 | \\7
E . VEHICLE INITIAL POSITION
WITHIN THIS WINDOW (AT
M = 4.0) WILL RESULT IN A
/ POSITION ERROR OF LESS
THAN 10 FEET AND A VELO-

20 CITY ERROR OF LESS THAN
: 2.0 KNOTS AT FLARE
INITIATION.

40 R

P

CROSS RANGE ERROR — NAUTICAL MILES
(=]

IHAN \
RN EEA

N

40 o, -

I A I A S I
170 160 150 140 130 120 110 . JOO
09 ra %
RANGE TO FLARE INITIATION POINT
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GUIDANCE CONCEPT

The equilibrium glide approach plus the two phase flareout
concept is shown. At an altitude between 600 and 1000 feet,
the vehlcle is flared from the steep equilibrium glide path to
the shallow decelerating glide path. When it is constrained
to the steep path, its calibrated airspeed converges to a near-~
ly constant value. Flying this path simultaneously satisfies
terminal position and velocity constraints. The initiating
altitude for the first flare may be made adjustable to cope
with off-nominal position and veloclty errors.

Flareout to the shallow glide path and holding that path
cause a ranid deceleration to more conventional landing speeds.
As the final flareout altitude is reached, the vehicle's rate
of descent and velocity are compatible with those of a con-
ventional jet transport prior to landing.

NOMINAL FLAREOUT

EQUILIBRIUM
GLIDE
149 YO 28°

NomiNAL e 600 TO
FLAREOUT

INITIAL
FLARE

CORRECTION FOR
LOWER VELOOITY
OFF NOMINAL CASE

DECELERATING
GLIDE

FINAL FLARE
30 TO6OFY
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GUIDANCE AND CONTROL SYSTEM MECHANIZATION, PITCH

The pitch guidance and control block diagram in general
form is shown. A displacement plus integral elevator control
law provides pitch attitude stabiligzation in response to body
axls pitch rate and local vertical oriented pitch attitude
error. The pitch stabilization system receives both the
steering commands based on the guldance computations and the
maneuver commands inserted by the pilot for semi-automatic
control modes. Guidance inputg are pitch commands with appro-
priate attitude, attitude rate, and control surface feedforward
compensations to minimize errors in the closed loop process.
Manual inputs command attitude rate (that is, rate of change
of the attitude reference proportional to applied force) with
appropriate adjustment of the command sensitivity as a function
of velocity.

PITCH GUIDANCE AND CONTROL — AUTOMATIC
AND AUTO/MANUAL BLOCK DIAGRAM

hREF a CONSTRAINTS
hREF .9 CONSTRAINTS YO FLIGHT
&= DIRECTOR
. V¢ OR MACH DISPLAY
REF AND
CONSTRAINTS

SYNCHRONIZER

¢

|V ——

c PITCH =

[V —— GUIDANCE

. COMPUTATIONS FEEDFWD

P & FEEDFW|

jp—— be [INCLUDING
e 2 TRIM)

o ——f s

[

8¢ TO
SURFACE
ACTUATION
SYSTEM
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LOGIC
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. MANEUVER acE
6 —  comPUTATIONS

J i ek
FORCE ’

THRESHOLDS
{MODE LOGIC}
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GUIDANCE AND CONTROL SYSTEM MECHANIZATION, LATERAL-DIRECTIONAL

The lateral-directional guidance and control block diagram
is shown in general form. Roll attitude stabilization is pro-
vided as a function of body axis roll rate and local vertical
oriented roll attitude error. The roll stabilization system
receives both the steering commands based on the guidance com-
putations and the maneuver commands inserted by the pilot. As
in the case of the pitch system, appropriate feedforward com-
mands are generated to minimize errors in the closed loop pro-
cess. Manual commands result in roll rates proportional to
applied force. The rudder control provides for dutch roll
damping (in combination with the roll stabilization system),
turn coordinations, and artificial directional stability. Body
axls lateral acceleration, roll-yaw crossfeed, and computed
turn rate command contribute to the turn coordination
capability.
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LATERAL-DIRECTIONAL GUIDANCE AND CONTROL
AUTO AND AUTO/MANUAL BLOCK DIAGRAM
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HIGH ALTITUDE ENERGY MANAGEMENT

Typical trajectorles covering the approach to the ter-
minal equilibrium glide path for the high crossrange orbiter
are shown. The nominal trajectory C) starts with a 45 degree
intercept angle to the final approach lateral path. It is
about 10 NM crossrange from that path and about 40 nautical
miles downrange from its desired position at the 40,000 ft
altitude. It is at an altitude of about 100,000 feet with a
veloclty of 3,000 feet/second. The trajectories terminate
at an altitude of 40,000 feet where they end with a 20 degree
descent angle, ldeally aligned with the final approach glide
path. Range depletion trajectories and range extension tra-
Jectories covering a downrange spread of about 1l nautical
miles are shown. Range adjustment 1s obtained with a guidance
law that adjusts angle-of-attack as a function of range error.
Maximum Q (dynamic pressure) and a (angle-of-attack) constraints
are included in the closed loop guidance law.,

164




691

TYPICAL TERMINAL AREA ENERGY MANAGEMENT AND GUIDANCE TO
FINAL APPROACH PATH — DELTA WING, HIGH CROSSRANGE ORBITER
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EQUILIBRIUM GLIDE PATH SELECTION

‘The equilibrium glide paths for the MSC 245 orbiter are
shown for zero flap and full flap cases. For each airspeed
one flight path angle exists that permits alrspeed to be main-
tained. OStated In reverse, two quasi-equilibrium sirspeeds
can result from constraining the flight path angle to a fixed
value. If vy is initially below the curve, the vehicle '
accelerates, moving at constant v to the right until it inter-
cepts the curve at the equilibrium speed. If v 1s initially
above the curve, it decelerates until it either intercepts
the curve or 1s no longer capable of aerodynamlc flight. The
peak of the curve corresponds to the alrspeed for maximum L/D,
Stable flight path control for unpowered vehicles is possible
only for velocities to the right of the peak L/D point.

The equilibrium glide equation stated in terms of dynamic
pressure, Q and flight path angle y is

' Cp g2
2 [s] —
sin Y + aw%s‘y sin vy - (1 + —'——""‘—a(w/s)z ) =0

where a 1s the constant of the drag polar

2
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GLIDE PATH ACQUISITION TRAJECTORIES

Trajectories for the full flap MSC 245 orbiter configura-
tion acquiring a -20 degree terminal approach gllide path are
shown. Initial conditions are a 20 degree dlve angle and
velocitlies of about 500 feet/second but displacements from the
nominal path cover a total spread of about 7.5 nautical miles.
The guidance law imposes maximum angle of attack, maximum
speed, and maximum and minimum flight path angle constraints
through closed loop pitch commands based on the detection of
the approach to the constraint boundaries. Acceleration con-
straints were not imposed; hence, obviously high accelerations
(in excess of 3g) occurred during the initial maneuver. Case

(:) shows the imposition of an angle of attack constraint
that effectively limited the intercept angle to the o corres-
ponding to maximum L/D.
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VELOCITY HISTORIES FOR GLIDE PATH ACQUISITIONS

The veloclty versus altitude histories for the acquisi-
tion trajectories shown previously are also shown here. The
nominal veloclity is decreasing since calibrated airspeed
(or Q) tends to remaln constant. After achieving the desired
glide path, all trajectorles converge toward the nominal
case, '

MSC 245 ORBITER —20 DEGREE GLIDE PATH ACQUISITIONS (FULL FLAPS}
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DYNAMIC PRESSURE HISTORIES FOR GLIDE PATH ACQUISITIONS

The large dynamic pressure transients associated with the
acquisition trajectories described previously are shown here.
The spread of the dynamic pressure varlation during these
transients is more than 140 percent larger than the nominal
dynamic pressure; nevertheless, convergence to the nominal,
nearly constant value of Q is rapid following acquisition of
the nominal descent path.

BASC 245 ORBITER —20 DEGREE GLIDE PATH ACOUISITIONS (FULL FLAPS)
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VEHICLE NORMAL ACCELERATION RESPONSE CAPABILITY

A tight (or high gain) closed loop flight path control
system requires a rapid flight path angle rate capability.
Sluggish normal acceleration capablility necessitates lower
control loop bandwidths and hence lower galn systems. Large
shuttlecraft tend to have sluggish acceleration capability
primarily because of thelr slze. Thls problem is also found
in large transport aircraft. The g-response at the cg for
step elevator deflections in the MSC straight wing configura-
tion and the delta wing high crossrange configuration is
shown here. Both responses are for approach and landing con-
ditions with zero flaps. A significant part of the lag in
the response results from the initial acceleration reversal
caused by the 1ift of the control surface.. In the delta
wing vehicle, nearly one second elapses before a positive
acceleration occurs. These responses are for the free vehicle
and hence the phugoid mode is apparent after several seconds.

"g" RESPONSES TO STEP ELEVATOR DEFLECTIONS
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FLAREOUT TRAJECTORIES - STRAIGHT WING CONFIGURATION

WITH FULL FLAPS

Flareout trajectories for the MSC 245 orbiter with full
flaps are shown for nominal and 15 percent initial velocity
errors (in 5 percent increments). These velocity errors could
be viewed as the result of a low altitude acquisition of the
equilibrium glide path. They are also analogous to large
headwinds and tailwinds in their effects on the trajectory.

The shallow glide path (2-1/2 degrees) is maintained, in general,
for less than a 100 foot altitude duration. The total touch-
down dispersion spreag was about 1200 feet. The spread of
vertical velocities, h, at touchdown was about *3 feet/second
which 1s consldered excessive. A simple h and h flareout '
control law was used for the final flare. A terminal controller
that continuously computes accelerations required to satisfy

the touchdown h constraints should cut this excessive touchdown
veloclty even for the large range of off nominal errors shown.

A modified guidance law that varied the first flare initiating
altitude as a function of initial velogity error resulted in a
50 percent reduction in the touchdown h dispersion. This law,
however, increased runway touchdown dispersion.
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FLAREQUT TRAJECTORIES FOR 116 PERCENT OFF NOMINAL VELOCITY
INITIAL CONDITIONS

RISC 248 ORBITER

FULL FLAPS
SIMPLE FLAREOUT LAW
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FLAREQUT TRAJECTORIES - STRAIGHT WING CONFIGURATION
FLAPS DEPLOYED ON THE SHALLOW GLIDE PATH

Equilibrium glide angles with full flaps are steeper than
those with zero flaps. The shallower glide angles with zero
flaps require higher velocity. To dissipate the higher velo-
clty, the shallow glide angle can be acquired at higher
altitudes and a longer decelerating glide can be maintained
on this shallow path. To permit landing at lower velocitles,
the flaps are deployed while on the shallow glide path. The
resultant trajectories for this procedure with nominal and
+10 percent veloclty errors are shown here.
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FLAREQUT TRAJECTORIES, MSC 246 ORBITER
ZERO FLAP APPROACH WITH 1/2 FLAP DEPLOYMENT DURING EXTENDED
SHALLOW GLIDE SLOPE PHASE +10 PERCENT INITIAL VELOCITY ERRORS
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CONCLUSIONS

@ The feasibility of performing automatic approaches and suc-
cessful landings of large, unpowered shuttlecraft can be
demonstrated in simulations.

® Desplite the fact that the vehicles are unpowefed, the final
phase of the approach and the final flareout can be made to
emulate a conventionally powered jet transport in its final
50 feet of descent to the runway.

e The high cross-range, delta wing (or 1lifting body) vehicle
can readily be brought to a precise position and velocity
alignment for flareout if i1t enters a window at 100,000
feet that is approximately 30 nautical miles cross-range and
downrange. The terminal energy management window for the
MSC straight-wing configuration. is dependent on aerodynamic
control capability prior to and during transition. This
capability has not yet been determined.
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N70- 40963

STABILIZATION AND CONTROL OF THE SPACE SHUTTLE ORBITER

DURING ENTRY/PITCHDOWN MANEUVERS

D, Engels, E. Estrine, P. Shipley

- North American Rockwell
Downey, California

‘SUMMARY

HResults of recent Shuttle entry flight control studies are discussed
with respect to both high and low L/D orbiter vehicles. A pitchdown ,
control system for the low L/D orbiter is synthesized, and typical time
histories shown. Effects of variations and uncertainties in aerodynamic
paramsters on the entry control problem are discussed.
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INTRODUCTION

During reentry, a shuttle orbiter vehiele will require & transitien
from reaction jet control to aerodynamie control surfaces, The exact nature
of the blending operation to change from one mode to the other depends on
the vehicle configurstion and guldance laws. :

For atmospheric control, attitude control and damping can be performed
by either aerodynamic control surfaces or by reaction jets. For some
vehicle configurstions, asrodynamic control may not bs possible because the
high angle of attack results in the control surfaces being blanketed by
the backwash of the vehicle fuselage. In addition; heating problems must
‘be a consideration. On the other hand, if reaction Jet control is used,
the vehicle must be trimmed aerodynamically in pitch to the required angle
of attack to avolid excessive fuel consumption. Thus, the pltch axis
requires only a damper loop, as does the yaw axis if the vehicle also is
stable in yaw (Che »0). The roll axis requires attitude control to follow
the guidance commggds, which may be implemented with phase-plans logle.

The yaw axis of an unstable vehicls also requires attituds control. If
aerodynamic control surfaces ars used, attitude control in all three axes
is feasible, and the vehicle is capable of accepting commands from e
guidance system which modulates both bank angle and L/D for improved
performance and reduced heat loading.

If the vehicle has two steble angles of attack (a high angle for entry
and a low angle for subsonic cruise and landing), the control mode may be
switchsd from reaction jets to assrodynamic surfaces at the time of the
pitehdown maneuver to cruilse orientation. On the other hand, if the
transition from entry to subsonie crulse is gradual, it may be desirable to
blend gradually from reaction jet control to aerodynemic control. For the
aerodynamic control loops, conventional linear feedback with gain scheduling
appears adequate.
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Control systems for two vehlcle configurations shown in Slide 2 were
studied. The low crossrange orbiter is a wingsd vehicls with two stable
angles of attack; one for entry and the other for low-speed asrodynamic
flight. A pitchdown maneuver is required to shift from one stable point
to the other. The high crossrange orbiter is a lifting body with only

one stable angle of attack.

In each case a six~degree-of-freedom digital simmlation was performed
to verify control system performance.

TPS & STRUCTURE REQUIREMENTS

LOW CROSS RANGE CONF IGURATION HIGH CROSS RANGE CONFIGURATION
© FACTORS OF SAFETY e FACTORS OF SAFETY
CREW COMP 2.0 CREW COMP 2.0
STRUCTURE 1.5 STRUCTURE L5
PROP TANKS 1.5 PROP TANKS 1.5
o HI ANGLE OF ATTACK ENTRY (@ = 60°) e VARIABLE ANGLE OF ATTACK
: (@ =550 70 10°)
® HEAT LOAD 15% OF HI CROSS e MAX SURFACE HEATING OVER TOTAL
RANGE VALUE e THERMAL PROTECTION SYSTEM
o MAX HEATING ON BOTTOM ONLY CRITICAL TO FEASIBILITY
e CAN BE USED FOR HI & LOW
ANGLE ENTRY ’
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LOW CROSSRANGE ORBITER CONTROL SYSTEM DESIGN

e

Regardless of whether reaction Jets or asrodynamic surfaces ars used
to achieve attituds control, some form of turn coordination during roll
maneuvers is required to minimige sideslip. Turn coordinstion is required
primarily because the gulidance system commands roll mansuvers about the
velocity vector (stability x-axis), while the roll actuators provide
momsnts about the body axes, At high angles of atick, this tends to
create a large angle of sideslip. The Apollo control system translates
roll commands directly into roll body axie commands, but it achieves turn
coordination by feeding roll rate into the yaw damper through a gain which
depende on angle of attack. An alternative method used in this study is to
replace the yaw damper turn coordination loop with a cross=coupling trans-
formation on the attitude error signals, as shown in Slide 3. Selected
simulation runs are presented in a later section.

LOW CROSSRANGE ENTRY CONTROL SYSTEM BLOCK DIAGRAM
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In this study, the entry angle of attack (60 degrees) is maintained
until the orbiter has reached subsonic flight. At approximetely 400 fps
velocity, a pitchdown maneuver is performed, and the orbiter glides at
maximum L/D to the recovery site. Actually, there is a good possibility
that pitchdown will be performed at supersonic speeds. The pitchdown
maneuver to low angle of attack was performed by the elevator in response
to an angle~of-attack command. Stabiliszation was provided by a pitch rate
damper loop. Inasmuch as thers were two stable pitch attitudes, control
action was required to force the vehicle from one stable state at 60
degrees to the other at a l5-degree angle of attack, while damping the
motion to prevent any significant overshoot. In view of the highly
nonlinear and unconventional nature of the pitch moment coefficient,
there was some question as to what restrictions on vshicle design would
be required for this phase of the mission (e.g., tail sige). Air-speed
variations during the pitchdown maneuver also were studied.

A simplified one degree of freedom version of the pitchdown cont rol
system is shown in Slide 4.

PITCHDOWN CONTROL SYSTEM DIAGRAM (ONE DEGREE OF FREEDOM VERSION)
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The six degrees of freadom plitchdown control system ls shown in
Slide 5. Galn scheduling was used to compensate for large variations
in airspeed and sttitude during and after the mensuver.

PITCHDOWN CONTROL SYSTEM
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LOA CROSSRANGE ORBITER STMULATION

Stability and control characteristics of the shuttle orbiter were
assessed by performing a 6-degrae of-fresedom digital slmulation. Included
were a study of the effects of yaw and roll stability characteristics and
a study of response for the pitchdown transition from entry to cruise
attitude. All entry simulations started at 400,000 feet altitude and
25,992.5 feet/sec velocity. The vehicle was trimmed aerodynamically to
60 degrees angle of attack, and reaction jet control was used in all three
axes. At LOO feet per second, the elevator was deflected to pitchdown the
vehicle to a new stable angle of attack of 15 degrees.

The control system studied accepts roll angle commands from the
guidance input, which, for these simulations, was programmed as a function
of time. The roll command was based on an entry trajectory to provide
maximum crossrange. The guldance scheme called for a constant (50 degrse)
bank angle until the flight path angle reached zero, Altitude was held
constant by banking until an equilibrium glide condition was reached at
a hO-degree bank angle. Bank angle was then held constant until aerodynamic
velocity dropped to 3000 fps, then reduced immediately to sero (wings level)
until pitchdown at 400 fps.

Slide 6 shows a nominal trajectory flown from earth-orbital conditions
down to LOO feet per second to chsck out the simlation and generate initial
conditions for the pitchdown maneuver.

ORBITER ENTRY SIMULATION INCLUDING FINAL ROLL MANEUVER
ATTITUDE HISTORIES

ANGLE OF ATTACK
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0 b= e 2‘\\ " J LTI
| v "Wmﬁmwm

o | 1 | |
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20 p— \
0 S
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TIME
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To study the effects of directional stablillty variation on orbiter
entry a standard 95% wind profile was introduced in the lateral plane.
Runs were made for the vehicle stabls, neutrally stable, and unstable in
yaw. Results were compared for stability, control effectliveneess, and for
ACPS fuel consumption.

Slide 7 is for a vehicle that is statically stable in yaw (positive

); Slide 8 for neutral stability; and Slide 9 for unstable Chg. In

case, the trajectory began at L0O,000 feet and was terminateg at
about 130,000 feet., Inertial velocity started at 25,992.5 fps, and ths
run continued until the total vehicle velocity with respect to the
atmosphere was 3000 fps. Vehlcle response was stable and well damped in
all cases, indicating that the control system functioned well for either
stable or unstabls directional derivatives.
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ORBITER ENTRY SIMULATION TIME HISTORY, NEUTRALLY STABLE Cnﬁ
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Results of the study are summarised in Slide 10. The only sericus
problem was sharply increased fuel consumption for the unstable C, , case.
Roll jet on-tims increased by a factor of sbout 15, and yaw jet on-times by
& factor of about 10. The pitch damper jets never fired. Aerodynamic
forces along the Y-axls remained small in all cases, indicating good turn
coordination.

The jet on-tims results in Slide 10 do not include the roll.maneuver
to wings—level attitude. Neither do they involve rate limits in the phase
plane logic.

It was noted that a vehicle with stable or neutrally stable directional
derivatives is rsadily controlled. However, fuel consumption inereases
sharply for unstable C, , and the reaction jet engines must be large enough
to overcome any of the @nstable aerodynamic moments generated. Since these
moments increase for larger vehicle oscillations, vehicle attitude mat be
closely controlled for unstable C,, if vehicle stability is to bs
maintained., If vehicle attitude ekxceeds a critical value, recovery with
reaction jet control is impossible. In the case considgred, the jets were
sised to provide an angular acceleration of 0.5 deg/sec* in all axes,
neglecting aerodynamic moments. This value provided good performance,
but any reduction in ACPS thrust would tend to increase the risk of losing
control of a vehicle with unstable directional characteristics.

ORBITER ENTRY STABILITY SIMULATION RESULTS

YAW MOMENT COEFFICIENT
CnB (PER DEGREE AT 60° 0.01 0.0. -0.01
NEUTRAL UNSTABLE
( ANGLE OF ATTACK) - (STABLE) ¢ ) ¢ )

JET ON ROLL 4.0 4.7 60.0
TIME (SEC) PITCH 0.0 0.0 0.0
{870-SEC RUN) . YAW 10.4 9.0 103

PEAK SIDESLIP B(DEGREES) 0.25 0.22 0.38

Y-AXIS AERODYNAMIC FORCE YB (L8) 110 240 470

PEAK .

AERODYNAMIC ROLL 2,800 6,300 12,000
MOMENTS PITCH 9,300 10,000 17,000
(FT-LB) YAW 1,450 13 60,000

PEAK

BODY RATE " ROLL 0.1 0.15 ©0.§
OSCILLATIONS PITCH 0.05 0.06 0.1
(DEG/SEC) YAW 0.13 0.0 0.55
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In the previous simulation, a stable Cy , derivative was used. The
value of Cy f was assumsd fixed at <0.002, a:éd C,g was varied from -0.01
to +0,01, "It was desired to test the effects on ¥ehlole performance end
fuel consumption of variatione in C) g . Rune wers made with values of
0.0 and +0.002. Results are shown in Slide 11 together with those from
previous runs.

It is significant that when positive (unstable) values of C1 4 were
used, the reaction jets were unable to stop the final roll maneuver at
wings-level attitude prior to the pitchdown msneuver. This problem could
be resolved, Either the aerodynamic control systems could be used for this
maneuver; or the .reaction jet control logic could be modified to reduce
sideslip by shutting off Jets in whichever axis is rolling faster than
required for precise turn coordination.

Slide 11 indicates that an unstable value (+0.002) of Cy g increases
consumption of ACPS propellant sbout 60 percent, although not nearly as
much as an unstable value of C, ¢ . It was assumed that three jets, each
producing 800 pounds of thrust were used in each axis (one jet failed in
each axis), The resulting accelerations were 4.6, 0.5, and 0.5 degrees/
second? in the roll; pitch, and yaw axes, respectively., In view of the
increased roll acceleration, results were not strictly comparable with
earlier runs.

EFFECTS OF C“VAR IATIONS ON ORBITER ENTRY

ACCELERATION ACPS ON TIME PROPELLANT USED
DEG/SECY) (SECONDS) ILB)

WIND | ROLL| PITCH| YAW | ROLL | PITCH | YAW| ROLL | PITCH | YAW

Clp C”ﬂ

-0.002 | 0.01 | YES 05| 05 (05| 40| 0.0 10.4] 25.3 | 0.0 | 658

-0.002 1 0.0 |YES 05 05 | 05} 47| 0.0 9.01 29.7 | 0.0 %.8

<0.002 |-0.01 | YES 05| 05 | 0.5 ([60.0 | 0.0 [103.0/369.0 | 0.0 |652.0

+0.002 |-0.009 | NO 4.‘ 05 [ 051190 | 0.0 | 26.0 °* ’ '

0.0 |-0.009 [ NO 4.6 | 0.5 [ 05 4.4 0.0 16.0} 21.2 | 0.0 |10L1

*REACTION JETS DID NOT STOP FINAL ROLL MANEUVER TO WINGS LEVEL AT A
VELOCITY OF 3,000 FPS '
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A 6=DOF simmlation of the pitchdown maneuver wes conducted to verify
the capability of the orbiter to perform the transition to horisontal
flight. The maneuver was initiated at an altitude of 54,000 feet at &
velooity of 40O fps. Dynamic response was smooth and well damped. There
was little or no overshoot even though it was necessary to mansuver from
ons stable equilibrium point to another with nonlinear aerodynamic moments.

Inspection of the pitching moment history shown in Slide 12 indicates
that the pitch ACPS system could be used to augment elevator authority,
thereby allowing a reduction in sise of the elevator surface. A moment of
162,000 foot-pounds is available from the pitch jets of the 50,000 pound-
payload-class orbiter. The maximum moment developed by the elevator was
about 750,000 foot-pounds, rapidly decaying to sero as the vehicle pitched
down. As now siged, the ACPS can provide about 20 percent of the peak
aerodynamic moment, and will supply an equlvalent integrated moment by
maintaining the jet on for five seconds. Additional investigations of
combined ACPS plus aerodynamic control should be conducted to minimise
orbiter vehicle weight.

ORBITER SUBSONIC PITCH DOWN MANEUVER
- 50K LB PAYLOAD CLASS

ANGLE PITCHING
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(DEG) {1000 FT-LB)
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o - T

| 1 | I |

0 ~B800
0 20 L) &0 100 0
TIME (SEC)
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®5F) {1000 1) I.Tk\;} coO NDITI%:I%OO -

250 .
°° e DYN PRESS  24.2 PSF
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HIGH CROSSRANGE ORBITER CONTROL SYSTEM DESIGN

The roll and yaw control systems are identical for the High and Low
crossrange orbiters. Aerodynamic control is used in the pitch axis of the
High crossrange orbiter, as shown in Slide 13. An integrator was used in
the forward path of the control loop to compensate for unexpected trim
variations; and rate gain was scheduled as a function of dynamic pressure
to maintain damping ratio constant at a value of 1.0.

HIGH CROSSRANGE ENTRY CONTROL SYSTEM BLOCK DIAGRAM

' PCoNT
%C? i cosa P DAL "3\#\\ »1 ROLL JETS

ba SINet TPB

— sie |
, ] R
1 N CONT
—éﬁi%) ] _cosa 55— M0 | —— > vaw JeTs

A

v

B
10.0°
ac + o {l/ 3¢0MMAND s
ai (ANGLE OF ATTACK) } COMMAND LIMITER
Ka = 1.0 Kq q (PITCH RATE)
Kq = 125.0 - v10.0 +§
g = DYNAMIC PRESSURE
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HIGH CROSSRANGE ORBITER SIMULATION

Similation runs began at 400,000 feet altitude and 25,569.5 feet/
second veloecity. Angle of attack was held constent at 25 degrses throughout
the run, Bank angle was held at 20 degrees until flight-path angle reached
=0,3 degrees, at which time guldance was switched to equilibrium glide mode.
By the tims the initial roll maneuver was completed, the flight-path angle
was =0.1 degree, in agreement with the nominal trajectory. Equilibrium
glide was flown until bank angle limited at 15 degrees, after which bank
angle was held constant until the end of the run.

The High crossrange orbiter simlation resulis ars shown in Slides 14
and 15. The results wers quite satisfactory.
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HIGH CROSSRANGE ORBITER ENTRY: VEHICLE ATTITUDE TIME HISTORIES
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HIGH CROSSRANGE ORBITER ENTRY: TRAJECTORY TIME HISTORIES
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CONCLUSIONS

For the low crossrangs orblter, an ACPS capabls of providing 0.5
degree/sec? gave adequate control authority for reentry. Vehicle motion
was stable and well damped. Unstable directional derivative (Cn £0)
were not significant to vehicle controllabllity, but can cause high ACPS
propellant consumption. Unstable dihedral effect (Cl % 0) could result
in loess of control. A

Control of the high crossrange orbiter was satisfactory with aero-
dynamic control in pitch and reaction jets in roll and yaw. For aerodynamic
control loops, conventional linsar feedback with gain echeduling appesars
adequate for entry and pitchdown maneuvers.
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GUST ALLEVIATION ANDMODAL SUPPRESSION CONTROL TECHNOLOGY
.~ Mario H. Rheinfurth

NASA-Marshell Space Flight Center
Huntsville, Alabama

Introduction

A necessary condition for satisfactory flight performance of an aerospace
vehicle is to keep its responses due to atmospheric disturbances within the
design limits of the control deflections and the structural loads of the
vehicle. This task is solved in two ways: One is the proper design of the
vehicle configuration such that aerodynamic lift and moment coefficients are
minimized. The other is the judicious selection of a controller which provides
gust alleviation during those periods of flight when aerodynamic disturbances
become severe. The following discussion describes a method of designing a
controller which will actively control both rigid body modes and flexure modes,
This objective is met by formulating the problem as a stochastic minimization
problem. The atmospheric disturbances and the vehicle responses are described
as random processes and the probability of mission failure is defined. In order
to render the problem mathematically tractable, the stochastic problem was re-
formulated in a manner that permits application of quadratic optimum control
theories., Despite their limitations, these theories have proven themselves the
best theories of coping with the dimensionality of the problem.
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In an optimal control problem, the objective is to find & set of control
functions y (t) which can transfer the vehicle (plant) from its Initial state
(xo, to) to some final state (xT, T) such that a given performance criterion is
optimized, The most general performance criterion is that of Bolza as glven in
equation (1), where Fl and F2 are nonlinear functions and where the plant is
described by a set of nonlinear differential equations of the form % = f (x,u,t),
Since the solution of this optimal control problem presents formid-
able mathematical difficulties for most practical cases, an attempt is often made
to cast the problem at hand into a linearized form where the equations describ-
ing the plant appear in the form X = A (t) x + B (t) u and the performance
criterion as given by equation (2). Although the linear optimal control problem
yields a direct solution in form of a linear state feedback, the theory still has
certain deficiencies, One of the major weaknesses of the theory is the arbitrari-
ness in specifying the weighting matrices Q> Ql’ and Qg9 of the performance
criterion. Another formulation of an optimal control problem is given by the
"minimax' performance criterion (equation 3)., The problem considered here is that
of minimizing the maximum value of some vehicle response of interest no matter
when this maximum occurs during flight time, Although quite some research effort
has been expended in recent years toward practical solutions of this problem,
many obstacles remain to be overcome, before this theory can be readily applied
to the controller design of aerospace vehicles, The remaining portion of this
paper is concerned with the statistical optimal control problem. The motivation
for the stochastic formulation arose from the fact that the wind is not a
deterministic quantity but represents a stochastic process. Under the reasonable
assumption that the wind {8 a Gaussian Markov process and a linear description
of the vehicle dynamics about a nominal trajectory, a stochastic optimal control
theory can be readily formulated. The theory centers around the definition of -
the probability of mission failure as given by equation (4) where a; (i =1, ... m)
represent the events that the m responses r; (T) fall within specified
limits at time T, and by (j) (L =m+ 1, ... n) represents the event that
the responses 1, (t) exceed their respective limits j times during flight
time. Minimization of the probability of mission failure is obviously a logical
basis for the stochastic optimal control theory.
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PERFORMANCE CRITERIA

® DETERMINISTIC NON-LINEAR OPTIMAL CONTROL

i T
(1) 30, tyi0) = Fylap, T+ [Fylx 1,0t

@ DETERMINISTIC LINEAR OPTIMAL CONTROL

. T ,
@ 1y, ti0) = ke + [[xtne, "t + uthau’tn] e
’ t

[

® MINIMAX CONTROL .

(3) Jlx,,t,;u) = MAX  Clx,t)
1, s 1T

® STOCHASTIC OPTIMAL CONTROL
(4) J(xg, to;u) = 1=P[ay......b,(0)]
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Unfortunately, no analytical expression for the probability of mission failure
is known, This holds true even for Gaussian processes. It is, however,
posgible to establish a useful upper bound for the probability of mission
failure J. This upper bound J* 1is the sum of the probabilities that the
responses r; (t) exceed their prescribed limits at burnout time T (events
Ei occur, i,e., a; does not occur) plus the sum of the average number for
which the responses r, () A =m+ 1 ... n) exceed their prescribed limits
during flight, The expression for J* can be reformulated in form of a deter-
ministic performance criterion of the Bolza type involving the mean response
matrix R (t) and the covariance matrix § (t). It can be shown that for general
random processes J*g J, If the optimum controller yields a value for J*
which is sufficiently small, the value for the true probability of mission
failure J 1is even smaller and the controller which minimizes J* will be
acceptable. It was merntioned above that direct minimization of the general
performance criterion presents some computational difficulties. ‘These diffi-
culties can be circumvented by an iterative procedure which is based on the
principle of quadratic equivalence. This principle states that the linear
controller which minimizes J%* also minimizes a quadratic functional J*¥ whose
weighting matrices Q (t) and V (t) are the partial derivatives of J¥* with
respect to the mean response and covarjance matrix. The iteration procedure
starts by choosing initial weighting watrices Q (t) and V (t) and applying
the well known solution of the quadratic problem. The response matrices are
then calculated to obtain the partial derivatives of the upper bound J%. The
process is repeated until the initially chosen coefficients and the derived
partial derivatives are equal.
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STOCHASTIC OPTIMIZATION
@ PROBABILITY OF FAILURE
IXgs to5u) = 1= Pla,......b, (0]
@ SUM OF EXPECTATIONS OF EXCEEDING CONSTRAINTS

Z P(g;) + Z E{N;}

izm+d

3 (xy ty; u)

f,[sm, R(T)] + ffz[S(i).R(i)]dt
' 0 ,

J 2
® WEIGHTED QUADRATIC FORM

Mxg, 15 0) = TR{QTIS(T) + VITIR(T) +f[oms(t)+vmnm]u:
@ SOLUTION: 1. FlND WEIGHTS Q(t) AND V(t) SUCH THAT THE FIRST

VARIATION OF J** IS THE SAME AS J".
2. MINIMIZE J**.
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The stochastic optimal control theory requires that the wind be represented as
a Gaussian Markov process, This means that the stochastic wind process can be
generated by a linear differential system (wind filter) which is excited by
white noise. By proper choice of the wind filter parameters, its output can

be made to approximate the variance and covariance of the wind. For flights at
constant altitude, the atmospheric disturbance can be assumed stationary and.
isotropic. A widely used wind filter for both the lateral and vertical com-
ponents of the wind is that of H, Press as given in equation (1) where L is
the scale length of the wind V the horizontal velocity of. the vehicle and &
its standard deviation, This wind filter seems to be acceptable for altitudes
below 50,000 feet. The scale length L wvaries from 500-1000 meters depending
on altitude and the standard deviation from 1-2 m/sec depending on weather
conditions. '

For vertical flights through the atmosphere, the wind can no longer be considered
a stationary random process and the construction of an appropriate wind filter
becomes more difficult, The reason for this is twofold. One is the proper
statistical analysis of existing wind measurements, the other the development of
a general theory of wind filter synthesis. Wind velocity profiles are usually
measured by two methods; the rawinsonde and the FPS-16 radar/Jimsphere, The
rawinsonde system provides measurements of horizontal wind velocities at altitude
intervals of approximately 600 meters, Because of the inherent smoothing, the
rayingsonde cannot measure the small-scale features of the wind profile which
can contribute significantly to the aerodynamic loads of an aerospace vehicle,
The newer FPS-16 radar/Jimsphere method provides considerable more accurate wind
measurements at intervals of 25-50 meters altitude with an RMS error of approxi-
mately 0.5 meters per second, At the present time, there exist approximately
2000 wind measurements for the Eastern Test Range, Florida. Some 500 measurements
are available for the Pacific Missile Range, California.

There are several approaches presently considered for the wind filter synthesis,
The most promising of these methods seem to be the synthesis using analytical

curve fits for the covariances or multiple regression analysis to determine the
coefficients of the matrices A (h) and B (h) of the altitude-varying equation
for the wind filter (equation (2)). In order to use the wind filter for the
stochastic optimal control problem, it has to be transformed to the flight-time
domain as given in equation (3) where h 18 the vertical velocity of the vehicle.
It 18 important to notice that this transformation makes the wind filter trajectory
dependent, such that an optimum controller would have to be designed for each
individual trajectory. Fortunately, the controller parameters are not very
sensitive to these trajectory variations and one controller is acceptable for quite
a number of flight profiles.
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 WIND MODELS

© HORIZONTAL FLIGHT (Stationary random process)

L2 42w 2L dw

] /‘L'[ L 97 ]
+ +w = o0, [— o= +
v@ dt2 v dt | ™ v ﬁv dt _77

1) =5

@ VERTICAL FLIGHT (Nonstationary random process)
a) ALTITUDE VARYING EQUATION

(2) & win) = Awin) + By

b) TIME VARYING EQUATION

B3 gp w0 = haw + YR

199




The representation of the wind disturbance as a Gaussian Markov process allows
a combination of the wind filter and the linearized vehicle differential
equations in form of an '"adjoint system' as shown in the adjacent figure, In
this model, the wind is assumed to consist of two parts: the mean wind, which
is given as a deterministic quantity and the deviations from this mean, which
is a random process, The sum of both parts act as the input function of the
vehicle dynamics., Sensors and the linear optimal controller are shown in their
respective feedback paths. The particular form chosen for the controller
accounts for the fact, that in most practical applications some of the vehicle
and wind filter states have to be estimated, because no measurements are avail-
able for them.
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STOCHASTIC MODEL

® ASSUMPTIONS
GAUSSIAN WIND
VARIATIONAL EQUATIONS FOR THE VEHICLE
LINEAR CONTROL
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Bagsed upon the stochastic optimal control theory, which was developed by Honey-
well, Inc. for NASA-MSFC in 1965 and 1967, Honeywell designed and flight tested

the B-52 LAMS (Load Alleviation and Mode Stabilization) system. The program was
conducted to demonstrate the capabilities of an advanced flight control system

to actively control both rigid body and flexure modes on a large flexible aiz-
craft, The system used multiple inputs: elevator plus symmetric ailerons and
spoilers for the longitudinal motion, ruddexr plus differential ailerons and

gspoilers for the lateral motion., The atmospheric turbulence model used for the
LAMS B-52 structural performance studies was the Press power spectrum as discussed
in figure 3. 1In the original analysis, it was assumed that all states of the
system were measureable. As expected, this led to an excessive number of feed-
backs (8l for the symmetric axis and 90 for the antisymmetric axis) for practical
purposes, However, this optimal controller was used as a baseline for determining
the relative merits of simplified and more practical controllers, Also, the
magnitude of the optimal feedback gains generally indicate the relative importance
of the particular feedback loop in terms of structural performance benefits. After
simplification, the final operational flight control system contained four rate
gyro feedback signals for the longitudinal motion and six rate gyro feedback signals
for the lateral motion, Flight control gains were established for three different
flight conditions. The mathematical model for longitudinal and lateral motion is
shown in figure 5. The performance criterion for the stochastic optimization was a
combination of gide qualities and structural integrity. Meansquare linear accelera-
tions experienced by the pilot were used as ide quality measures. Structural
integrity was measured by the probability of exceeding static ultimate strength

and fatigue life time for several critical airframe members, This measure of struc-
tural integrity is a function of stresses and stress rates.

A theoretical evaluation of the structural performance of the B-52 showed, that the
LAMS Flight Control System reduced fatigue damage rates at the key wing stress
points by more than 30% with respect to the Baseline SAS (Stability Augmentation
System), Of importance is the fact that the structural loads were reduced through-
out the airframe and not just at the selected stations, The xide qualities at the
pllot stationwere improved slightly, with the remainder of the fuselage showing
varying amounts of improvement over its length,
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APPLICATION — B-52 (LAWS)

1. MATHEWMATICAL MODEL

0. LONGITUDINAL MOTION

TWO RIGID BODY MODES; FIRST, SECOND, AND
SIXTH STRUCTURAL MODE; FIRST ORDER
- ACTUATORS.

b. LATERAL MOTION

THREE RIGID BODY MODES; FIRST, EIGHTH AND
- NINTH STRUCTURAL MODE; FIRST ORDER
ACTUATORS.

2. RESPONSE CONSTRAINTS

0. STRESSES
b. STRESS RATES

c. LONGITUDINAL AND LATERAL ACCELERATIONS
- EXPERIENCED B8Y PILOT
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In apother study, the astochastic optimal control theoxy was applied to the

. [ e

i of a control ayetem, for the Saturn V/Voyager launch vehicle. Although

=)

dat
the aystem was never £light tested, 1t was demonstrated that a practical contxol
system can be designed vsing the phyaical insight provided by the optimal con-
troller which was obtained from the theory assuming complete measurement capa-
bility. The analysis was restricted to vehicle motion in the yaw plane, As re-
quired by the stochastic optimal theory, the equations of motion were linearized
about the vowinal (no-wind) trajectory, They included the two vigid body modes,
three bending modes and three slosh modes, Actuvator dynamics was described by a
fivet ovder modal, Due to the lack of a general theoxy for wind filter gynthesis,
the form of the wind filter was selected to conform with a nonstationarﬁ ex-
povential-cogine sutocorrelation function, The available wind measurem ats were
baeged on the vawiveond method and did, therefore, not include the small-scale
content of the wind £ield which affecta the elasitic body dynamics. Becauvse of
this, 1t was felt that construction of a higher order nonetationary wind filter

waa not worthwhile, The stochastic performance criterion wag based on the

probability of mission fallure in terms of the response constraints shown in figure
6. As ln the case of the B-532 LAMS system, the optimal controllex derived from

the theory was unduely complicated and required the physical measurements of the
wind states, Wowever, the optimal contwoller provided the smallest theoretical
pongible probability of misafon faillure (J% = 8 x 10°%) and wag, therefore, used

na 8 standard for comparigon of simplified controller pexformance, It also served
ns a gtarting point for the syntheeis of a practical controller. An important
regult derived from the theoxy was that the simplified controller obtained by
deleting specific feedbacke doens not necessarlly vepresent the optimal controilsy
which uses the vemaining feedbacke, Other conclusions reached on the basis of the
theory were that it is lmportant to estimate the wind states and retain the highest-
frequency flexure mode feedback but that feedback of the fuel slosh states was not
necesgary, After several experiments wexre performed to determine the degradation
in performance caused by deleting the feedbacks of certain states from the optimal
controller, a fipal simplified controller was arrived at which contained a £ifth-
ovdexr eatimator and the outputs of five accelerometers and their integrala. This
pimplifisd controllex gave a fairly good performance with a value foxr J¥* = 1.73 x 10-2,

Pue to the ipherent expensges assovelated with the digital simulationa, the controllex
simplification studies were not carvied out very extensively, Tt is, therefore,
believed that the performance of thie simplified countroller could be still improved
and that the controller could be furthex simplified by additional simulaticn studies,




APPLICATION — SATURN X /VOVAGER

1. HMATHEMATICAL HMODEL

a. TWO RIGID BODY MODES; THREE BENDING MODES;
THREE SLOSH MODES; FIRST ORDER ACTUATOR.

2. RESPONSE CONSTRAINTS

0. MAGNITUDE
b. MAGNITUDE
C. MAGNITUDE
d. MAGNITUDE

e. MAGNITUDE

OF

OF

OF

OF

OF

TERMINAL DRIFT.

TERMINAL DRIFT RATE.

TERMINAL ANGLE OF ATTACK.

GIMBAL ANGLE.

BENDING MOMENT AT THREE

- CRITICAL STATIONS.

3. PROBABILITY OF HMISSION FAILURE
. IDEAL CONTROLLER p =8 x 40°*

b. SIMPLIFIED CONTROLLER p = 1.73 )(>10-2
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The results obtained from the application of the stochastic optimlzation

theory to the controller design of s large flexible aircraft and launch

vehicle are very favorable, They indicate that with some further improvements

of the theoxry, the same design technology can be successfully used to design
controllers which actively control rigid body and flexure modes of the Space
Shuttle Vehicle. It is expected that a proper choice of the stochastic pex-
formance criterion will result not only in a considerable reduction of loads

and fatigue damage but also increase the flutter speed and flying qualities foxr
the boost and fly-back portions of the mission. Since bending dynamics effects
dominate the loads at certain critical stations of the vehicle, it is impoxrtant

to construct a more accurate nonstationary wind model which includes the high
frequency turbulence content of the wind field. This calls for a more sophis-
ticated statistical analysis of the wind data and a corresponding increage in

the order of the differential equations defining the wind model. Several

research programs within NASA and industry are presently under way to solve

this problem, Improvements of the quadratic control theories center around

three major problem areas. One is that of computer cost. Since the optimal
control theory arrives at an overly complex control system, simplifications

have to be introduced in order to make the controller practical. However,

present computer iteration methods for the best gains for the candidate simplified
controllers are still too :expensive as a design tool, Several partially developed
improvements of some iteration methods are exceptionally promising showing sub-
stantial cost reductions. The other two problem areas--parameter sensitivity and
sensor choice--require the development of new mathematical methods, The objective
of the parameter sensitivity study is to include parameter variation comnstraints
in the preliminary design studies, Sensor choice and location is presently done
by brute-force methods. Developing a mathematical theory for best sensor choice
and location is a difficult but decisive step towards practical application of
quadratic optimal control theories,
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FUTURE RESEARCH PROGRAN

. DEFINE PERFORMANCE CRITERIA FOR SPACE SHUTTLE
_IMPROVE WIND MODELS

. OFVELOP |TERATION METHOD FOR SIMPLIFIED CONTROLLER

.DEVELOP THEORY FOR PARAMETER SENSITIVITY

. DEVELOP THEORY FOR SENSOR CHOICE AND LOCATION ,
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ACTIVE FLEXURE CONTROL TODAY
G. B. Skelton

Honeywell Inc.
‘Minneapolis, Minnesota

SYNOPSIS OF TOPIC.

Background

Space Shuttle vehicles may have aeroelasticity problems caused by
their large sizes, having to withstand reentry heating, wings, and side-
by-side boost geometry. Obtaining needed maneuver capability, ride,
low peak-stresses and fatigue may require stiffening or active bending
mode control.

Question

Is active bending wmode control a viable alternative to adding
stiffening weight?

Answer

Active bending mode control is on the edge of out technical capa-
bility; it should.be a viable alternative.

® The only aircraft systems flown that tried more than rigid
body control phase-stabilized at the first bending mode, the
B52-LAMS and XB-70-GASDSAS systems, were both flown in
technology-oriented studies. There are no fleet-wide practical
systems. )

e Active mode control pushes physical limits. These include
control surface aeroelasticity and inertias, mechanical
actuation lags, local deformations and temperature limits
at sensor locations, and available force-producer locations.

e Controller design is analytically difficult. Multiloop control
of many coupled degrees-of-freedom taxes existing design
theories and computer programs.

Continuous research and development since B52-LAMS and XB-70-~GASDSAS
is reducing these difficulties and limits. NASA is now considering a
technology program to test a LAMS system on an SR-71, and North American
Rockwell has announced plans to employ active flexure control on the Bl.
Active flexure control is an arriving technology.
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DISCUSSION

Active Flexure Control Today

The topic of this discussion is the state of the art of active
flexure control.

The message of the talk is that active control of flexure degrees
of freedom is on the edge of our technical capability, and active flex-
ure control should be a viable alternative to adding stiffening weight
for the solution of Space Shuttle aeroelasticity problems.
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Rigid Body Roll Coupling in Boost

To begin, will Space Shuttle have aerocelasticity problems? Is
active flexure control a concern?

It's too early to say. First-cut flexure data are just now being
calculated. Certainly there will be some aeroelasticity problems--
there always are. I suspect that some of them will be severe,

The slide shows one of the potential sources of flexure, the roll
coupling of rigid orbiter and booster through elastic connecting
mechanisms in boost. Other potential sources include

@ Having to allow the delta winged orbiter to bend to withstand
reentry heating

@ The vehicles' large sizes and thin wings
® The opportunities for aerodynamic coupling in boost, and

¢ The uneven orbiter mass distribution during reentry, where
there are engines in back, payload in front, and little
between

Quoting some preliminary design numbers, the first (lowest)
symmetric mode frequency of

the NAR piggyback launch configuration is 1.5 Hz
the NAR delta winged orbiter is 2.36 Hz
the MSFC belly-to-belly launch configuration is 2.68 Hz

In comparison, the lowest X-20 Dynasoar mode was 1.8 Hz and the lowest
B52 mode was 1.07 Hz. Accepting the preliminary design numbers, Space
Shuttle is likely to have bending problems in my opinion.

The remainder of this talk will be devoted to sketching a picture
of current active flexure control capability. Bandwidth and bandwidth
limits will be discussed first, to define notions. The three flexure .
control methods which have been flight tested will then be described.
The talk will be concluded with a discussion of where we stand today.
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Bandwidth

This slide shows the benefits of increasing control system bandwidth
and what has to be done to buy that bandwidth. On the right, the benefits
are first handling qualities {largely rate responses), then ride qualities
(more accelerations), then maneuver load and peak stress reduction,
Increasing bandwidth always improves the lower frequency responses but
one must get to falrly high bandwidths to do much for the higher frequency
ones.

Increasing bandwidth (or decreasing flexure frequencies) requires
successively going from gain stabilizing the lowest mode to phase
stabilizing it to actively controlling the lowest few modes. The price
of this increase is control system complexity--more notch filters, more
sensors, more. control forces.

Active flexure control is thus not a black-white thing where flex~
ure is controlled or it isn't. Where flexure frequencies are low,
increasing bandwidth requires more and more flexure control. 1It's a
matter of degree,

INCREASING BANDWIDTH BUYS

RIGID BODY +

GAIN STABLE HANDLING QUALITIES
INCREASING MANEUVER CAPABILITY

RIGID BODY + BANDW!DTH RIDE QUALITIES

PHASE STABLE PEAK STRESS AND

MANEUVER LOAD REDUCTION

RIGID BODY +
LOWER FLEXURE MODES

A 4

AT THE PRICE OF CONTROLLER COMPLEXITY
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Bandwidth Limits

Nature won't let us raise control loop bandwidths as high as one
would like. The slide lists the three major reasons why--phase lags,
parameter variations, and parameter uncertainties.

Phase lags can be overcome to some extent by employing more power-
ful actuators. Most controllers are designed to live with parameter
variations for reasons of controller simplicity, implying keeping band-
widths down because of changing phase relations. Even where gain
changing with flight condition is employed, however, the controller
must be designed to withstand the phase differences between the mathe-
matical and real vehicles.

The flexure control problem in one sense is to push further into
these phase variation limits.

WHAT LIMITS BANDWIDTH

@ PHASE-'LAGS - ACTUATOR NONLINEARITIES, TAIL-WAG-DOG
SURFACE AERODYNAMICS

® FLEXURE FREQUENCY, MODE SHAPE CHANGES WITH
Q, M MASS DISTRIBUTION, TEMPERATURE

® UNCERTAINTIES IN FLEXURE FREQUENCIES, MODE
SHAPES
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Notch Filtering

Three techniques for increasing bandwidth through flexure control
have been flown. The first of these, notch filtering, consists of
changing the gain and phase near the flexure resonant frequency by
cascading a ratio of second-order polynomials or a filter of equivalent
effect with the resonance. Note that the resonant frequency and the
natural frequencies of the second orders are (nearly) the same.

NOTCH RESONANCE

> @ &

S-2+2§2<,,)S +w2 52+2§ S +w2

52+2§1w5 +w2 2

§ <%
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Gain and PhasekAddition

This slide shows the resulting cascaded gain and phase responses.
By having the numerator of the filter less damped than the denominator,
the overall effects are to

@ Lower the resonant peak
© Add some phase lag below the peak
e Add phase lead beyond the peak, and

6 If near ninety degrees phase lag can be obtained at the peak,
to damp the flexure mode in the closed loop system by rate
feedback - ‘

If the resonant frequency is far beyond the 180 degree (bandwidth)
frequency, lowering the resonant peak is the main effect desired; this
is called gain stabilization. Where the phase near resonance is a
concern, notch filtering is normally called phase stabilizationj the
terminology is perhaps a matter of taste in this case as gain must also
be taken into account,.

RESONANCE
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Examples of Notch Filtering

Notch filtering is definitely well within control capability. It

is {to my knowledge) the only method that
where the control systems are single loop
fuselage mode” Notch filters are in fact
single loop control is employed and where
frequencies don't vary too much.

has been used in large missiles,
and the lowest mode is a simple
used almost everywhere where

controlled plant phases and

But notch filtering alone won't solve all flexure control problems.
Its Achilles' heel is variations in mode shapes and frequencieg~-~it is
a tuned filter method and when severely detuned it can produce instability

itself.

VEHICLES MODES

STABILIZATION

ATLAS
THOR
SATURN 1B

1st
HIGHER

HIGHER

1st
2nd
HIGHER
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TITAN 111 % 2nd
SATURN V }
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ILAF Concept

The ILAF concept is a sensor location concept designed to defeat
changes of mode frequency and shape with changing flight condition.
ILAF stands for Identically Located Accelerometer and Force Producer.
The two ILAF notions are

By putting the sensor near the force producer, the phase rela-
tion between the sensor and force producer will be nearly
independent of mode shape, the effect of force on each mode
and the acceleration response due to each mode being in nearly
constant ratio.

Using an accelerometer and integrating (90 degrees phase lag
at the resonant frequency) rate damps that flexure mode. (A
rate measurement with lead to compensate for actuator and aero-
dynamic lags would in principle serve the second purpose as
well, but it would fail the first objective as rate depends
upon mode slope and force effect on mode amplitude.)

S2

FORCE ACCELERATION >

s2 4 28w S+w?

\ /
V
NEARLY INVARIANT DYNAMICS

v

SURFACE o LAG -
AERODYNAMICS f&— ACTUATOR FILTER ke—] ACCELEROMETER

Vo
90° PHASE LAG AT w,

217




XB-70 ILAF Implementation

This slide shows the ILAF system flight tested on the XB-70 and

reported

1.

in 1966.7 There are four polnts to be made vegarding this system.

ILAF can't be used on a large missile where the control force
is gimballed thrust as the acoustic noise there will saturate
any sensor. But ILAF is very well suited for aerodynamic
control surfaces on winged vehicles.

Winged vehicles in general have more complex mode shapes than
missiles and these mode shapes and frequencies vary more with
flight condition. In consequence, parameter variations and
uncertainties are a very large concern in aircraft.

This particular TLAF system was designed to be switched on
over an existing rigid body control system, hence its appear-
ance. Whether one regards flexure control as part of a SAS
or in addition to a rigid body SAS is a matter of semantic
preference; the flexure control problem is the same in either
case,

4. Gains were changed manually with flight condition in this system
(it was an experimental system); the system was not a fully
automatic, scheduled gain, all flight-condition flexure control
system,
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Pitot input oyfinder [
CADS
r' “““““ B B E 7
‘ |
Gyro ! Kg “ |
T . .
FS 1174 1| Facs : r—
| . K L FACS |+ % nhare | -
| Filter hD o Limiter [ (0 “"&)@ elevon |
| | actuation
Acceterometer | | | Kn, ’ )
FS 1174 { light augmentation !
FACS. | controf system electronics !
L o o e e e e e e e e o
Eccelerome!er r B fL—AF;ec;;;)n;_c; 1 1 S
FS 212 H Kiar F
8P 280 | Outboard b,
Right | glevon e
! actuation
Accelerometer :
Fs 2212 ]
BP 280 T
Left !
f
Accelerometer !
F$ 1653




XB=-70 ILAF Performance

There are very little XB-70 flight test performance data in tur-
bulence in the literature. The data shown here were calculated in the

course of design.® The basic aircraft data shown are for the XB-70 con-
trolled by a rigid body SAS.

These data show the ILAF system to be beneficial.

CALCULATED O'%Z/o‘zwg AT PILOT STATION

MACH  WEIGHT  ALTITUDE  BASIC A/C ILAF
0.4 LIGHT 0 0.0467  0.0405
0.4  LIGHT 15, 000' 0.0197 0.0124
0.4  HEAVY 7, 000" 0.0389 0.0347
0.9 LIGHT 25, 000" 0. 0453 0. 0405
0.9 HEAVY 25, 000" 0. 0501 0.0291
3.0 MEDIUM 70, 000" 0.0125 0. 0091
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Quadratics

The final flexure control technique that will be described is the
quadratic technique employed on the AFFDL sponsored LAMS program.

The basis of this technique is to design a practical flexure con-
trol system by simplifying a least-mean-square~response optimal system.
The Kalman optimum system is to generate actuator commands by multiply=
ing least-mean-square-error state estimates by control gains. In
practice the estimation filters are far too complex to be implemented
and the optimum system must be grossly simplified.

The inherent édvantage of the quadratic design methods is that
they are inherently capable of designing multiloop control systems
(systems with multiple control inputs, multiple sensed responses, and
multiple controlled responses). Frequency response methods are far
less able to cope with this dimensionality.

The advantage of multiloop control is that one can always do a
better job forcing and sensing multiple degrees-of-freedom with more
control inputs and sensors. For example, it is easier to control a
symmetric wing mode with ailerons, leading-edge surfaces, and elevstor
than with elevator alone; an elevator can only force the wings by bend-
ing the fuselage. A second example, it 1s easler to obtain rigid body
pitch performance and first fuselage mode damping with elevator and
canard than with elevator alone; with both controls the two degrees
of freedom can almost be decoupled from each other. The B52 LAMS pitch
control system employed elevator and symmetric ailerons and spoilers
and four rate gyros, and it was designed to simultaneously control
eight different vehicle responses.

KALMAN GAINS
-k &

ACTUATO;X zKALN\AN STATE ESTIMATE
COMMANDS
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B52 LAMS Pitch Control System

The B52 LAMS pitch control system flown is shown in this slide.5
Note the notch filters used to evade surface flutter and actuation
problems. The system, left to right, consists of sensors, approximation
to a state estimator, control gains, notch and drift "fix" filters,
and actuation.

This system was designed to fly any of three specific flight condi-
tions (it too was an experimental system). Gains were changed manually
with flight condition.

B-52 LAMS LONGITUDINAL BLOCK DIAGRAM
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B52 Fatigue Response

This slide shows structural fatigue damage rates due to turbulsnce
calculated from £light test data for the B2 at various vehlcle locations,
The height of each bar 1s proportional to the damesge done. These vesults
and others show the LAMS system to be beneficial.

This slide tells an incomplete story of structural fatigue 1life-
time. The slide relates only to fatigue in turbulence, perhaps twenty
percent of total aircraft fatigue. Also, the fatigue theory used to
generate these results is based upon a chain of weakly supported hypo-
thesis {Palmgren-Miner linear cumulative damage, Gaussian stresses,

Rice level crossing method of counting cycles). The results are thought
meaningful for comparing systems but not as being good measures of
fatigue lifetime.

FATIGUE DAMAGE RATES -

E FREE AIRCRAFT

RIGID BODY SAS

LAMS

WS 222 WS 820 ’ WS 974
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Status

The status of flexure control practice is summarized on this slide,

Single loop designs (notch filtering and simple ILAF applicafions)
are well within current design capability. Many such systems have been
flown.

Multiloop designs have been flown, but only with manually set
gains at selected flight conditions. No fixed gain or adaptive multi-
loop system that controlled flexure over an entire flight envelope has

been flown. This is the next major milestone for flexure control.

Achieving this milestone will be difficult. I would like to close
this talk with comments. on why it will be difficult.

SINGLE LOOP - FLIGHT PROVEN, PRACTICAL

MULTI‘-LOOP = HAVE YET TO FLY A SYSTEM (FIXED)
GAIN OR ADAPTIVE) OVER AN ENTIRE
FLIGHT ENVELOPE
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B52 Flexure Modeg

First, the physics of flexure control are not simple.

This slide shows B52 longitudinal resonant frequencies and damping
with and without flexure control., Note that the first and sixth wmodes
were the only ones controlled, that the frequencies of both were increased,
and that the damping of one was decreased while the othexr was increased.

On a YF-12 analysis we are doing at Honeywell, we are achieving
best results by lowering the first flexure mode, the opposite of the
B52 result. :

NAR/LAD damped the lowest three modes on the XB-70 ILAF study.

With this history of conflicting examples, no one can predict
a priori which Shuttle modes should be stiffened, which should be damped,
which should be slowed down.

Second, current control theory and cowputer computation methods
are not fully up to the job, For example,

& We do not know how to include parameter variations implicitly
within a multiloop design method (the equivalent of gain and
phase margin for single loop systems).

@ We do not have any fundamental mathematical approach to speci-
fying the form of a practical multiloop controller (how many
filters, how many sensors, what sensors and where should they
be, etc.). We must rely on trial and error and experience,

@ We do not have fast enough computation methods. The methods
available today are more than 100 times faster than those used
in the B52 LAMS design, but we still can't afford computer
searches for best gains for a high order, multiple flight
condition design.

® We do not have a good theory for designing fail-safe multiloop
systems.

The research and development fraternity is working on all of these
problems, and the fraternity has a good record of consistent progress.
I am personally confident that we will be able to meet the demands of
Shuttle. )

For these reasons I see active flexure control as being at the

edge of our technical capability. It should offer a Shuttle a viable
alternative to-adding stiffening weight.
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FIRST TEN FLEXURE MODES

FREQUENCY DAMPING
FREE A/C LAMS FREE A/C LAMS
1.07 123 . 146 . 109
1.91 - 1.92 . 056 .051
2,02 2,02 .035 035
2.34 2.35 .04] 033
2,31 2,40 .086 . 082
2.66 3.10 .095 . 164
.13 3.09 .038 .037
3.4 3.46 . 085 .063
5.35 - 5,32 072 074
5.79 5.79 .045 .043
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Grumman
Bethpage, New York

Introduction

Recent mechanizations of flight control systems for high-performance aircraft
are trending toward electrical rather than mechanical systems. These electrical
flight controls have been given the generic name "Fly-by-Wire.' Present studies and
projected implementations integrate this function within the automatic flight control
gsystem with a view toward greater survivability, reduced weight, and improved per—
formance of military aircraft. The size, flight regime, and projected structural de-
dign of the Earth Orbiting Shuttle create a situation where the fly-by-wire implemen-
tation of the aerodynamic flight control system is a definite possibility. This paper
is an introduction to the fly~-by-wire concept and points out some techniques for

solving the major problems associated with the development of such a system.
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Svstem Description

w

The Fly-by-Wire (FBW) flight control system has been previously defined as
"an electrical primary flight control system employing motion feedbacks so that vehi-
cle motion is the controlled parameter.' That is, control stick and rudder pedal po-
sitions correspond to vehicle rates and accelerations. These pogitions ars senged
by transducers to generate commands to the control system. These commands are
summed with the motion sensor (rate gyro and accelerometer) sighals to produce an
error signal which drives the control surface actuators. Thus, this closed-loop sye-
tem positions the control surfaces to meet the particular flight requirements through-

out a mission.

The FBW systém is more than a means of maneuvering the aircraft in accor-
dance with the pilot's commands. The gystem also provides the necassary stability
augmentation system (SAS) functions since the feedbacks are inherent within the ¥B'W
system. Disturbances create vehicle motion which causes the sensors to transmit
error signals to the control surfaces. Thus, the effects of the disturbances are
damped and the undesirable aircraft rates are returned to zero. The full surface
authority of the SAS function, a benefit of the inherent reliability built into the FBW
system, provides a degree of stabilily augmentation heretofore unavailable in any air-
craft. However, there are several technical problems which require extensive in-~

vestigation prior to the installation of an FBW flight control system in the Earth Or-

biting Shuttle.
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Redundancy Requirement

The FBW system must be highly reliable; it must be at least as reliable as the
mechanical system it replaces. It has been debated in many forums as to whether
the electronics or hydrauliés are the weak link in the system, and there is insuffi-
cient time here to renew the discussion. Instead, the data available have been used
in preliminary computations, resulting in the conclusion that a quadruple-redundant
configuration is required. However, it is insufficient to just provide an implementa-
tion employing four independent channels. To take full advantage of the quadruple-
redundant configuration, additional networks are required in each channel thereby
ensuring that the system can sustain two identical failures and remain fully opera-

tional.

Voter-monitor networks in each channel select the valid signal, detect failures,
and isolate failed signals. The networks must also signal their own failure and pre-
vent the propagation of failures between channels. In implementing a quadruple-
redundant system we can use either sensor voting (Fig. 2), electronics voting (Fig. 3),
or a combination of both. In each case the voter output is a valid signal until two or
three failures occur. In the former case the voter output remaing valid until a second
failure occurs, and then the voter removes that channel as an active.component. In
the latter case it requires three failures for a voter to reduce the number of operating
channels. The voter is the only functionally non-essential component in the electron-

ics channel, but 'is the heart of the quadruple-redundant system.

QUADRUPLE FBW-FCg (SENSOR VOTING) QUADRUPLE EBW-ECS (ELECTRONICS VOTING)
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Triple-Signal Voter

This type of voter operates on three signals, of which the mid-value one is
selected as the valid signal. The high-gain operational amplifiers will be driven to
one of three statés as a function of the error voltage present at the input of the ampli-
fier. Ideally, all three inpui signals are identical, but, due to varying component
tolerances of the devices producing the input signals, one signal will be the lowest,
one the highesgt, and 'one the mid-value. Therefore, the amplifier with the higheat in-
put signal will be driven into positive saturation by a positive error gsignal, and, in a

like manner, the amplifier with the lowest input signal will be driven into negative
‘ saturation. Thus, the amplifier with the mid-value input signal is in the active region

transmitting this signal to the next functional bleck of the system.

This type of voter then becomes a two-input comparator upon the failure of
either one input or a branch in the voter itself. In this case a single input failure
appears at the input of three voters (Fig. 2) without affecting system performance.
The failure of a second input signal will cause two of the four voters to shutdown the

associated channel electronics, leaving two active channels. A third failure then

results in the fail-safe condition for that axis.
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Quadruple-Signal Voter

For quadruple-signal voting, the second-from-lowest value of the four signals
is selected as the valid signal. This value was selected as the basis for this configu-
ration to ensure that, if two hardover failures in the same direction occur consecu-
tively, the second of them cannot be selected as the valid signal. The logic is that we
can afford a null or zero command as the valid signal in some instances, but in no
case can we afford to select a failed hardover as a valid command. In the case of this
network, a bias is needed to ensure that when all inputs are functioning properly, the
valid signal is indeed the second-from-lowest. This network of amplifiers functions
similarly as in the case of the triple voter. The bias must be a negative voltage so
that two amplifiers will be driven into positive saturation, one amplifier driven into

negative saturation, and the fourth left in the active region.

This network becomes a mid-value selector upon a single failure; at this time
the bias must be removed to ensure that the mid-value of the remaining three signals
is selected as the valid signal, The voter continues to function in an identical man-
ner upon second and third failures, as does the triple-signal voter for the first and

second failures, respectively.
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Voter-Monitor Requirements

if one examines the functions of these two types of voters from a single~-point-

failure v

iewpoint, the conclusion is reached that further investigation is reguired.

The following requirements have been set as a goal for the voter-monitor networks

to be employed in any FBW control system:

At

Select second-from-lowest absolute value
Select mid~value after first failure

Select lower value after second failure
Shutdown axis after third failure

Fail-gafe monitoring; must signal own failures
Maintain both gain and linearity with failures
Failed ne‘twork must latch until manually reset
Transient-free upon signal failure

present there is no scheme which meets all of these requirements, but it is

hoped that a solution will be found in the near future. It may appear that these net-
works have been unduly stressed, but, in truth, they are the heart of the quadruple-~

redundant system. One need only refer to Fig. 1 to see that the voter-monitoxr net-

work design holds the key to a successful FBW gystem.
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Electronics/Control Surface Interface

Another area of key importance is t_he electronics/control surface interface.
That is, obtaining a single mechanical,position from four electronic signals. Many
quadruple-redundant, electrohydraulicfév’érvo actuators have been designed recently.
Some have four active éhaﬁn‘els, some have three active channels with a model
(Fig. 7). Implementation in each case varies from active-gtandby configurationé to
position- or force-summing (Fig. 8) of thé active channels. Each configuration has
unique features which must be evaluated with respect to the particular airframe de-
sign, mission, and performance requirements, In the,)::‘asé of force-summation,
degraded performance results from a failure. Degraded performance also resiilts
after a failure in position-summing, which can employ switching functions to return

the servo to its original authority.

The use of the active—étandby configuration, where one channel is selected as
the primary channel and the others as backups, is questionable. The addition of
special monitoring functions to ensure that no failure is present in the switching func-
tion when a primary—channél failure occurs adds to the servo complexity and reduces
the overall reliability. This monitoring function is required to ensure that when a

switchover is required, control will not be lost due to a faulty switching function,
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A new conﬁguration, in the form of an electromechanical servo actuator, has
recently been proposed to perform this function. This unit offers several distinet
advantages over the electrohydraulic unit. First, the need for a quadruple hydraulic
power source {8 eliminated; second, velocity-summing ig used which maintaing both
position and force, unlike the position- and force-summing methods in which neither is
maintained in the event of a failure. The ram velocity is a function of the number of
channels operating and, by the addition of some minor switching functions to the
failure detection circuits, it is possible to maintain the maximum available ram vate
in the presence of failures. This is the most promising design to come along recently

and appears to have direct application to the ghuttle,
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Electrical Power Redundancy

Another important function which requires a critical review when applying an
FBW flight control system to the shuttle is the electrical power distribution system.
Extreme care must be exercised to prevent generator, power bus, or any other
equipment failure from transmitting the failure to other power busses or generators.
The power busses feeding the FBW system must be so arranged that power is avail-
able to all four channels of each control axis at all times, regardless of the number

of operating generators.

Conclugion

This presentation was intended to indicate some of the major design problems
involved in configuring a fly-by-wire flight control system for the shuttle. The tech~
niques to solve these problems are available and need only be applied to the develop-
ment of hardware. Subsequent to voter-monitor and interface hardwar’e development,
reliability can be verified from a single-point-failure analysis. Finally, a complete
system should be evaluated on a moving-base simulator to verify the operational

characteristics.
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SCANNING LASER RADAR FOR RENDFEZVOUS AND DOCKING

Terry Flom

OT Aerospace/Optical Division
San Fernando, California

ABSTRACT

This paper discusses the development of laser radar systems that can be used
to aid vehicles to perform automatic rendezvous and docking maneuvers, A
description is presented here of a laser radar system under development that
has the capability of scénniné its narrow laser transmitter beam simultaneously
with an equally narrow receiver field-of-view without the use of mechanical
gimbals, System performance characteristics (i.e., maximum range, rangé
ageuracy, angle coverage, etc.) and the general characteristics of size, weight
and power are described for this developmental system, In addition, comments
are made on the basic advantages of laser radar over microwave radar for

spaceborne applications.,

A radar range analysis, for laser systems in general, indicates the basic
capabilities of laser radar systems for both the cooperative and non-cooperative
(skin) target applications. This paper includes pertinent graphs such as target
range versus required laser power for some particular rendezvous and docking

problems,
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INTRODUCTION

Laser systems that can be uged to aid vehicles to perform asutomatic or manual
rendezvous and docking manuevers have and are being developed. The pariticulay
hardware system that is described in this paper has been given the name Scanning
Laser Radar (SLR) in ovder to best describe its general function (radar), and also
indicate the specific type of radar used. Radar is an electronic device fov the
detection and location of objectsl and almost any electromagnetic transmitier-receiver
can be used as the electronic device., In the radar system described here, the electro-
magnetic transmitter emits energy in the optical spectrum using a laser. Awn optical
lens system collects the laser radiation and a photo-gsensor converis the optical
energy to electrical energy for signal processing. The word scanning is used to in-
dicate that the narrow radar beam, associated with laser systemse, is pointed and
scanned internally within the radar system in order to cover a wide field-of-view.

The scanning technique used by the SLR does not need mechanical gimbals, and it has
the capability of scanning the narrow laser transmitter beam simultaneously with an

equally narrow receiver field-of-view.

A short section on the general system development follows this intoduction. Nexi iz
a major section that describes in detail the SLR under present dsvelopment. Also in
another short section a few pertinent comments are made which ghow the advantagas
of optical (laser) radar over microwave radar for spaceborne applications. The lest
section is a laser radar range analysis, and it graphically shows the required lasex
power versus target range for both the cooperative (corner cube veflector) and non-

cooperative (skin) target acouisition nages.
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GENERAL SYSTEM DEVELOPMENT

ITT's recent and present involvement in the development of laser radar systems for
spaceborne rendezvous and docking applications are summarized below.

e '""LASER GUIDANCE SYSTEM FOR RENDEZVOUS & DOCKING"

Contract NAS8-11673, 1964-67

A laboratory prototype radar system (Generation #1) for rendezvous and dock-
ing, was designed, built, and tested. The system used gallium arsenide (GaAs)
injection laser arrays and GaAs spontanéous diodes as transmitting sources and
a scanning optical detector (image dissector) as the receiver sensor. The pro-
totype system developed:during this program was the culmination of more than
five years of work perfornied both in-house at NASA/MSFC and by industry under
contract to NASA. The program progressed from a feasibility study, through
a breadboard development and evaluation, to the development, test and evaluation
of the prototype system., 2 Short-range testing on a six-degree freedom docking
simulator was performed at Martin-Marietta in Denver, Colorado.3 Two
hundred consecutive dockings weré performed successfully, Long-range tests
were performed at California White Mountain Research Station (10,000 feet
elevation). The laser system acquired and tracked a supercharged helicopter

out to an effective t_‘reéspace maximum range of 152 km (95 miles).
Figure 1 is a picture at the generation #1 system, and a chart of the test results.

e "OPTICAL GUIDANCE SYSTEM FOR RENDEZVOUS & DOCKING"
Contract NAS8~20717, 1967-69

The design and analysis of an Optical Guidance System that could be used on an
Apollo Applicétions Program flight experiment was accomplished under this
effort. General equipment specifications such as size, weight, power and ther-
mal constraints were generated. Analysis of expected system performance (i.e.,
maximum range, range accuracy, tr;icking rate errors, etc.) was also ac-
complished. It should be noted that this interim designed system did not have
the newly developed laser beam steerers, and therefdre, does not accurately
reflect the overall system performance of the lightweight Scanning Laser Radar

system that is being developed for space flight using a 1972 technology base.
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e "ADVANCED LASER TRACKING TECHNIQUE"
Contract NAS8-20833, 1967-71
ITT is currently developing a lab prototype radar system (Generation #2) herein ref-
erred to as the lightweight Scanning Laser Radar (SLR) system. A piezoelectric
beam steerer, a single mode GaAs laser transmitter, and a scanning optical de-
tector (image dissectof) will enable the SLR to acquire and track targets anywhere

within a 30 degree x 30 degree field-of-view without the use of mechanical gimbals.

Folding optics and maximum practical use of integrated circuits will allow the Genera-
tion #2 system to be packa‘ged‘ in a possible space flight configuration to demonstrate
the size, weight, power and acéuracy advantages of optical radar techniques. 4 The
estimated characteristics of the lightweight SLR described later in this paper are
derived from the lab prototype being built under this contract. This system will be
completed and be ready to sfart the rendezvous and docking simulator tests in early
1971,

e "AUTOMATIC RENDEZVOUS & DOCKING STUDY"

Contract NAS8-23973 (Phase I) 1969-70

L .
Computer programs to simulate the chaser and target vehicle motions during certain

phases of automatic rendezvous and docking of two space vehicles while in earth orbit
were developed. The emphasis of the computer simulation was to study the performance
of the Scanning Laser Radar system used in a closed loop vehicle control system.
Vehicle fuel requirements for some selected automatic station-keeping and docking
closure maneuvers was one of the primary data outputs of the study.5 The Phase I
study used the control parameters of the LM (chaser) and the AAP workshop (target).

¢ ""EXPANDED EVALUATION AND DESIGN OF THE SCANNING LASER RADAR"

Contract NAS8-23973 (Phase II & III) 1970-71

Phase II: Evaluate the SLR performance similiar to the phase I effort except use
the preliminary characteristics of the space shuttle orbiter (chaser) aﬁd the space

station (target).

Phase III: Design the SLR to meet the requirements of the space shuttle, For trade-
off analysis and flexibility, more than one system éonfiguration will be designed until
the shuttle requirements for rendezvous and docking have been finalized. Automatic

test and checkout capability is to be designed into the system,
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SYSTEM DESCRIPTION -~ SCANNING LASER RADAR

The lightweight Scanning Laser Radar (SLR) system will accurately determine the
relative position a,nd orientation hetween two vehicles in gpace flight. The present
hardware under development is aimed at meeting rendezvous and docking require-
ments when the target is considered cooperative (i.e., having 2 minimum of al leagt
a small optical reflector mounted on the target in order to enhance the radar reflec-
tion). The non-cooperative passive case (i.e., bouncing a radar beam off the skin

of the target vehicle) requires significantly more laser transmitler power which yve~
sults in increasing the radar sysfem size, weight, and power because a different
laser transmitter and associated components must be incorporated. In the lightweight
Scanning Laser Radar system for cooperative targets the laser power ig a gmall
percentage (<10%) of the total power required for the entire radar system. For the
non-cooperative passive target case the power required for the lager tranamitisy can
become the dominant power consumer depending on the target range and the constraints
of the initial target acquisition, A section later in this paper on laser vadar range
analysis will quantitatively show the significant differences between the two cages,

This section will only pertain to the SLR for the cooperative target,

Figure 2 shows the Scanning Laser Radar (SLR) in a Vehiclé Guidance and Control
block diagram. The radar data from the SLE can be used in a closed loop conirol
system to aid the vehicle to perform automatic rendezvous and docking maneuvers or
the radar data could be displayed on an instrumentation panel to aid the astronauta in

performing the rendezvous and docking maneuvers manually,

Two hasic system configurations of the SLR are presented here. Both aystems axe
identical in that they will provide the Vehicle Guidance and Control system with the

eleven (11) baaic data inputs shown pictorially in Figure 3. Simplified syatem
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18,

block diagrams of the two configurations (Al and A2} are shown in Figures 4 a
Configuration A1 has a radar transmiiter-receiver on one vehicle and the second
vehicle has a target reflector-receiver. At this point we will arbitrarily define the
line-of-sight angles from the radar transmitter-receiver to the target as the ¢ angles
and vice versa for the o angles. Each 6 and «angle is broken up into pitch and yaw
components, Configuration A2 has a radar transmitier-receiver on one vehicle but

the second vebicle has only a target reflector (no receiver, meaning no electronicsl),

In configuration Al the target has an electronic receiver that measures the incoming
angle of the lager radar beam, thus the " @' pitch and yaw angles with respect {o the
docking axis are measured by a direct measurement fechnigue. This target receiver
hardware is also identical to the receiver in the radar transmitter receiver. A com-
munications or felemetry link between the two vehicles is then needed to transmit the
data to one vehiéle go that one vehicle Guidance and Control system can compute and

direct the necessary flight maneuvers,
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As seen in Figure 4 the major subsystems that make up of the heart of the radar
transmitter-receiver are the (1) laser transmitter, (2) beamsteerer, (3) receiver
optics, and (4) the sc.anning optical detector, Figure 6 is a picture of the main
components for each subsystem. Except for the scan electronics the major subsys-
tems in the 'scanning laser radar are almost identical for Configuration A1l and A2.
The above components will be integrated and assembled together to form the generation
#2 system, Figure 7 is an artist conception of the radar transmitter-receiver pack-
age and the associated electronics package. The size, weight and power estimates
are also shown. These subsystems will be integrated and in-house tested in the
latter part of 1970, Rigorous testing is presently being accomplished on each
subsystem, The major subsystems on the target reflector-receiver are (1) Optical
corner cube reflector, (2) receiver optics, (3) scanning optical detector, and (4)

the associated electronics.
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The estimated system performance characteristics for SLR configuration Al are

shown in Table 1 béibw.

TABLE 1. ESTIMATED SYSTEM PERFORMANCE CHARACTERISTICS
SCANNING LASER RADAR - CONFIGURATION Al

RANGE
RANGE COVERASE 0-120km { » 76 HILES)
RANGE ACCURACY (3e) £0.02% OR 210 om (WHICHEVER 18 >)
RANGE - HATE COVERASE 0-1km/BEC
RANGE-RATE ACCURACY (24 4 1.0% OR £0.8 em/BEC (WHICHEVER 18 >)
ANOLE "
ARGLE COVERAGE { wiTHOUY clegale)
PITCH S vaw (B @) +18°
ROLL I £60°
ANGLE REBOLUTIOH
PITCH .YAW (8 8 a) €0.02° (0.56 mRAD)
ROLL{$) #1.0°
ANOLE - RATE COVERAGE
ACGUISITION KODE )
PITCH B YW 0~-90.4 DEGREE/BECOUD
ROLL S 10 BE DETERMINED
TRACK EODE
PITCH @ YAW 0 - 10.0 DEGAEE / EECOND
HOLL . 10 BE DETERMINED
ANGLE ~ RATE RESOLUYION
PITCH 8 vaw % 1.0% OR & 0.01 DEGREE/BECOND (WHICHEVER 18 >)
ROLL % i 10 8E DETERWINED
ACQUISITIOR TINE 0- 140 SECONDS

TARGEY REFLECTOR

ACCEPTANCE ANGLE (a) OF THE
IHOOHING LABER BEAY" £ 30° PEA INDIVIDUAL REFLECTOR

« TARGEY RECEIVER CAN OHLY MEABURE HCOMING LASER BEAM AKGLE (8) OVER £15° BUT THE TARGET REFLECTOR
CAH ACCEPT AND REFLECT DACK ANY WHCOMING BEAH OVER 480"

The basic radar functions of target acquisition and tracking are accomplished by
scanning the Scanning Laser Radar transmitter-receiver without the use of mechani- |
cal gimbals. In SLR system the transmitter beam is very narrow (0. 10) and the as-~
sociated scanning optical detector simultaneously looks at only a similar very narrow
field-of -view (0. 10) at any one instant of time, The transmitter-receiver are aligned
so0 that the above two ‘0. 10 angles are superimposed thus providing maximum radar
transmitter-receiver efficiency with regard to the beam geometry. If the transmitter
beam was larger than the receiver instantaneous FOV all the radar energy outside

the receiver instantaneous FOV would be lost. If the transmitter beam was smaller
than the receiver instantaneous FOV, the sky background noise and receiver dark
current noise would be larger, thus reducing the signal-to-noise ratio of the radar
system. Also, the angle readouts for the radar are derived from the direction of the
received signal, and if the receiver instantaneous field-of-view was larger than

needed, the angle accuracy of the radar system could be degraded.
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The radar scan patierns for the acquisition mode and track mode are shown in Fig-
ure 8. The full square raster acquigition scan pattern covers 30 degree by 30 degrae
in digital steps of 0.1 degree by 0.1 degree (the Instantaneous field-of-view), but can
be logically progfammed to scan smaller areas, Reduced raster gcan could be uged
for example if the vehicle navigation data indicates that the target is within a smaller
than a 30 degree by 30 degree field. Also, if the SLR loges track for any reason, the
re-acquisition scan is already internally digitally programmed to scan a amaller
angular field ( 1.0 degree by 1.0 degree) ground the last sensed location before re-
turning to the full angular field. The target presence signal is activated only when
returns pulses having an amplitude above a preset threshold level appear within a de~
signated timing gate or range interval. When this condition ocours, the SLR angle
scanner automatically switches over to the track mode, In the track mode the in-
stantaneous field-of-view (0.1 degree by 0.1 degree) is deflected in a crose-scan
pattern, as shown in Figure 8 around the target location, The cross-scan patiern

is exaggerated in the figure for better visibility. This pattern ie driven to any point
in the full 30 degree by 30 degree field-of-view in order to maintain track while the

vehicles are in motion.
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Figure 8. RBadar Scan Patterns
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There are key components associated with each major subsystem in the laser radar
transmitter-receiver. The key component in the laser transmitter is the newly de-
veloped "single mode GaAs laser." It is small , lightweight and will operate at room
temperature without cooling. The Galllum Arsenide (GaAs) laser is a specially
fabricated semiconductor p-n dicde. All p-n diodes, when forward biased electrically,
emit radiation when the holes and electrons combine, In a laser diode a stimulated
emission process occurs that amplifies the radiation on the p-n junction axis that is
perpendicular to the parallel sides of the diode. The normal semiconductor laser
diode emits its light into about a 150 beam, unlike most all other lasers (i.é. , ruby,
HeNe, YAG etc.) that emit with beamwidths much less than a degree, A laser diode
by itself emits its radiation in many electromagnetic modes that causes the beam in
the far-field to be very non-uniform and difficult to define. The new "single mode"
GaAs laser places a laser diode in an optical resonatorsand this is schematically de-
picted in Figure 9. The only active component in the optical resonator is the laser
diode itself; Figure 10 shows its relative size with respect to a dime. The optical
resonator allows only one transverse eleciromagnetic mode (TEMoo) to oscillate with
high gain in the resonator, and the resulting ''single mode' laser radiation has a-
gaussian shaped far-field radiation pattern. Figure 11 depicts the difference between
the far-field radiation pattern for multi-mode and single mode cases. In the multi-
mode case the target can appear in the peaks and valleys of the radiation pattern and
thus cause the return signal to vary tremendously, even to the point of preventing
acquisition or of losing track of the target. Obviously then, for radar systems it is

very beneficial to have the radiation in the far-field in the TEM00 single mode,
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Figure 11. Far-Field Radiation Patterns

The other advantage of having the GaAs laser emit in TEMoo single mode (often
referred to as the, diffraction limited mode) is that with very small collimating
optics (<1 inch) the output beam can be reduced to 0. 1° degree or less very easily.
The wavelength (A) of the GaAs laser radiation is approximately 0. 94 meters

(9, 000 angstroms). The eye's visible spectrum is 4, 000 to 7,000 K, therefore
to eliminate any potential hazards of narrow beam laser energy to the retina of
the human eye a thin-film interference optical coating can be put on any window,
view port, etc., that could possibly get in the line-of-sight of the laser rada;r
beam. The optical coating would block out the laser wavelengths but would allow
the light radiation in the eye's visible spectrum to pass. It should be noted that
the low powered GaAs laser used in SLR would have no harmful radiation effects
on any other part of the human body at any range (the eye has an excellent lens
system that focuses the incoming collimated laser energy down to a very small
area on the retina of the eye, thus tremendously increasing the energy per unit
area). It should be noted that the low powered GaA.s would only be potentially

harmful to the eye at the shorter ranges (<t mile for the 0. 1° beam).
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There are two key components in the beam steering subsystem shown schematically in
Figure 12. One is the piezoelectric beam deﬂec&ar,? it is used to deflect the beam
from the laser transmitter so that the narrow laser beam (0. 10} can he pointed or
scanned anywhere in the 30° by 30° field without the use of mechanical gimbsals, A
pilezoelectric cryatal is mounted along with a small lightweight mirror as shown in
Figure 13. When a voltage is applied across the piezoelectric crystal it bends
proportional to the applied voltage and deflects the attached mirror. The hending
action is essentially frictionless! A precision strain gage is also attached to monitor
the actual deflection thus taking care of any off axis hysteresis., A piezoelectric beam
deflector is used to deflect the laser beam 10.5 degrees in approximately 300 incre-
mental stepe in both the pitch and yaw axes. A special passive optical system (no
electronics) is used to amplify the +0. 5° deflection out to :150, and this is the second
key component in the beam steerer. The 0. 1° laser beam can thug be pointed or
scanned anywhere in the 30 by 30 degree field (1150 vaw by 1150 pitch} by applying a

known voltage to the piezoelectric deflector.
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Figure 12, Beam Steerer Schematic
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Figure 13. Piezoelectric Beam Deflector Schematic

The key components in the receiver optics are the narrow band optical filter and the
multi-element lens aséembly. Figure 14 schematically shows the receiver optics
and the scanning optical detector. The narrow band optical filter allows only the
radiation centered around the laser wavelength to get through to the scanning optical

detector. Figure 15 depicts this narrow band filtering graphically.
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Figure 14, Receiver Optics and Scanning Optical Detector
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The multi-element lens assembly collects the energy from the return laser radar
signal and focuses it to a small spot at the fo¢al plane, The small spot will be
uniquely located at only one place in the focal plane and this location will be directly
proportional to the radar transmitter-receiver pitch and yaw angle (8). Figure 16
pictorially shows this effect by showing two different return beams. A single leng
representation is used to simplify the drawing. A multi~element lens assembly ia

needed to obtain good resolution off-axis, especially for a high speed lens system,
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Figure 16, Receiver Lens Schematic ~ Angle Correlation
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The key component in the scanning optical detector is the image dissector photosensor.
The image dissector works like a television picture tube in reverse. A TV picture tube
has a centrally located aperture that emits electrons and these electrons are directed
toward and into one small spot on the TV screen by a electromagnetic field. The
small spot on the TV screen is accurately positioned by controlling the electromagnetic
field with a known current. When the electrons hit the small spot on the TV screén,
the screen emits photons of light which form one small part of the image the viewer:
will see. The image dissector operétes in the reverse process, the photons of laser
light strike one small spot on the screen (photocathode of image dissector), and then
electrons from the small spot are emitted toward the central aperture. By varying

the electromagnetic field the image dissector can effectively scan the surface of the
photocathode to determine where the laser spot is located. Figure 17 shows electro—

optical sketches of the TV - Image Dissector analogy.

ELECTROMAGHETIC FIELD

PHOTORS
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Figure 17, Television - Image Dissector Analogy
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The receiver optics focused the return laser signal to a position on the image dissector
photocathode that was proportional to the pitch and yaw angle {p), therefore by reading
the current needed to control the electromagnetic field the pitch and yaw angle {g} can
be determined. The diameter of the photocathode used in the SLR is 1.1 inches. The
image dissector can resolve 1,000 spots per line or more if needed, and this is how
the fine angle resolution is obtained. After the electrons get into the entrance speriure
they go into an electronmultiplier section. The electroenmultiplier can have and |

essentially noise~-free gain of up to 1 x 108,

There are many key components in the SLR {ransmitter-receiver electonics subsystem.
In terms of state-of-the-art the most important are the components used in the newly
developed pulse ranging section. The puls_e ranging system determines range by
measuring the GaAs laser pulse propogation time from the transmitter to thé target
and back to the receiver in increments of 0. 67 nanoseconds (1560 MHz). The rangs
pulse propogation time is resolved by using a multiple fap stripline delay line and
Motorola MECL I ultra high speed logic modules. The MECL III logic is used to
obtain range resolution from 1500 MHz down to 28 MHz. Figure 18 is a picture of the
stripline side of the fine range printed circuit board. The logic modules are mounted

through the ground plane on the opposite side of the boaxd,

Texas Instrument 54H logic modules are used in the freguency range between 23 MHz
and 1.5 MHz. Below 1.5 MHz and in all of the processing and readout circuitry the
541 series low power logic modules are used. Approximately 80% of all the electronic
components used in both the range and angle electronics are alveady listed on the NASA

Apollo Applications preferred parts list.

At a maximum range of 15’0 km a range resolution of 0. 67 ns requires 21 binary bits
for each range measurement. Since a range measurement is made each millisecond
large data capacity storage registers are required to process all of the information.
Figure 19 shows a printed circuit board which contains 2 such large daia capsciy

storage registers, one of 24 binary bits and one of 16 binary bits,
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In configuration A2 the target does not have any electronics but only passive optical
reflectors. The incoming beam angle (o} of the laser radar beam must then be deter-
mined with an indirect method by the vehicle with the radar transmitter-receiver, ITT

is currently performing error analyses on several techniques to accomplish this task.
One candidate technique is to p'lacsgbfcar-,(é) thiéal reflectors on the target with known
spacing. Separate range and angle readmgs to-each target leﬂeutor are made and the
incoming beam angle (a) is ealculawd by, a tnangulatmn methed using the on~board vehicle
computer. The SLR obvmmsly must scan faster to sequent:aﬂy acquirve and track four
targets. At short ranges the transmltter beam is spread Qut larger than the receiver
instantaneocus fleldaof-»mew, and only ‘the receiver has to scan at the faater rate., Itis
much easier to mcrease the scan rate of t:he radar recewer fmm a companent point-of-
view. The four (4) target reﬂector technique for obtzumng the "o " angle i8 acoursats only
for short target ranges (less than 1 000 feet) because of tlze practical 1imitstmn on the
spacing between each target reﬂector. The target reﬂecﬁors would have to be gufficiently
separated so that each could be angularly resolved by the radar. A 0, 1° radar receiver
instantaneous FOV would see a projected area with a diametsr of 1, 75 fest at a target
range of 1,000 feet. Since the knowledge of the incoming beam angle () is critical only
for docking closure manuevers this 4 target reflector techmq&za may be adequats. Dock-
ing closure is generally considered the final 1, 000 feet hnemgfa-sight trajac:tory prior to
docking contact. At target ranges from 1,000 feet out i:o the maximum range (=75 miles)

if the "a" angle wag ‘needed a separate tmhmque could be implamanted {i.e., vaing

the relative attltude mformatlon supposedly known for each ve’%ucle) Th@ 4 target

reflector technlguﬁ would still sllow the redar transmltter&receiver to get the range (R)

and angle (6) measurements out to the max;xmum radax range ﬁnslysis has shown that

the 4 target refleetor techniqxxo will obtain the angle (cr) to ag act*uraey Qf one degres from

1,000 feet to 15 feet From 15 feet o 0 feet an autccol‘iimatmntechniime can be imple~
mented to mcrease the angle accuracy with only minor modific:aizimzs tﬁ the radar trans-
mitter- recelver, All other system performance eharacterietms fm:' c@&ﬁguratﬁmz A2

are similar to A] except the "o angle resolution,
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MICROWAVE VS OPTICAL TRADE~-OFF COMMENTS

There are three major reasons why it is advantageous to use optical radar instead of
microwave radar for spaceborne applications such as rendezvous and docking. Figure

20 and the following paragraphs will explain these three reasons.

The first and most important reason is related to the directive antenna gain of any
electromagnetic radiator or receiver. The purpose of the radar antenna is to act as a
transducer between free-space propagation and guided-wave (transmission-line) propa-
gation. A measure of the ability of an antenna fo concentrate energy in a particular
direction is called the directivé gain, ‘and can be examined by looking at the effective
beamwidth of the concentrated energy. The smallest beamwidth that any system can
obtain is determined by the fundamental equation for the diffraction-limited beamwidth

of any electromagnetic transmitter or receiver, and can be approximated by.tlie following

equation:

952%

where A is the wavelength of the radiation, d is diameter of the antenna, and ¢ is the
smallest full angle beamwidth that can be obtained.

The wavelength (A) of microwave systems is typically 1 x 10'-2 meters compared to
approximately 1 x 10-6 meters for optical systems, thus for the same beamwidth, con-

siderably smaller antenna size is needed for the optical (laser) system.

o DIRECTIVE ANTERNA GAIN

=T OPTRMLANRITRESS
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Figure 20. Optical vs Microwave
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The main reasons that narrower beamwidths are desired are {2} the resuliing higher

power density at the target; (b) the potential increase in angle {racking scouracy.

The minimum snienna size needed for a 0.1 degree beamwidth would typloally bs the

following for microwave and optical systems:

-2
d ~2A _ 2(1x10 moters) _
m ra 175 ad 38 feet

-6
d ~2 A _2(1x10 meters) _
o] ) 175 mrad 0.0038 feet

The smaller antenna size is a significant factor for spacehorne systems where size,
weight, and power are very important considerations. Note that the laser system can
obtain 0.1 degree beamwidths with still a ﬁegligible antenna size where a mierowave
antenna would have to be approximately 38 feet in diameter to obtain the same 0.1 degree
beamwidth. |

The second major reason that makes it advantageous to use optical instead of microwave
radar concerns sidelobes in the antenna radiation pattern. For milcrowave radar sysiems
the ‘sidelobes can typleally be reducéd to 20-30 db below the mainlobe. In optical systems
the receiver sidelobe pattern can be greatly reduced to levels of typically 60-70 db below

the mainlobe.

The third major reason making it advantageous to use optical radar instead of micro-
wave radar involves the ability to scan the transmitter and receiver over a field-of-view
much larger than its own beamv_vidth in a relatively simple fashion. The most common
way to scan the microwave radar beam is to place the radar antenna on two-axis
mechanical gimbals. Except for phased arrays, which are very large and powers
consuming, the microwave scanning radar systems have to depend on the mechanical
gimbals for scan coverage. Opti(:al radar presently has the capability to scan the trans-
mitter and the receiver over a 30 degree x 30 degree field-of-view without the use of
meéhanical gimbals. The transmitted laser beam can be deflected and scanned by using
piezoelectric beam deflectors (or acoustical-optical beam deflectors) and amplifying
optics. The optical receiver can scan its instantaneous field-of-view (which is matched

to transmitted laser beamwidth) by using an image dissector.
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LASER RADAR RANGE ANALYSIS

Since one of the primary functions of a radar system is to acquire or find a given tafget
(or targets) this section will present an analysis to determine the basic capabilities of
using laser type radar systems to search and acquire spaceborne targets. One of the
most important tradeoffs to be made when considering the practicality of using any
radar system is the "'required transmitter power vs. target range' for the particular
application. A typical earth orbit rendezvous acquisition problem will be presented
here and then the required transmitter power vs. target range tradeoff will be examined
for both the non-cooperative (skin) target and the cooperative (optical corner cube

reflector) target cases.

A typical earth orbit rendezvous "acquisition' problem might have the following require-

ments imposed upon the radar system used in the vehicle guidance and constrol system:
a. No continuous ground tracking data available.

b. Navagation data available on the vehicle with the radar transmitter-receiver
will allow this vehicle to know the relative angular direction of the target

vehicle to within a 15° x 15° field-of-view or smaller.

c. The maximum time to acquire the target shall be 120 seconds. The prob-
ability of target detection should be large (>0.99) for high confidence of
acquisition. The probability of false alarm (noise) should be sufficiently
small so that the maximum acquisition scan time is not significantly
increased due to stopping the scan numerous times to evaluate the false

signals.

d. For the non-cooperative case, the projected area of the target shall be 10

square meters. The target surface can be assumed to be lambertian,

261




thus providing a diffuse reflection. For the cooperative case the target can
have one or more optical corner cube reflectors, but no electronics. Any

one corner cube shall be no larger than 10 em {(4") in diameter.

e, The relative range shall be measured to an accuracy of £1, 0% at the nominal
acquisition range or less. The range-rate accuracy shall be +2. 0% of the

average range over g one second time period.

f. Immediately after tracking has begun, the angle tracking rate capability
shall be compatible with the rendevous catch-up flight manuevers and the

angle tracking accuracy shall be 1.0 mrad or less.

g. The maximum radar aperture diameter shall be as small as practically
possible (=3"") because it will probably have to be mounted behind 2 window

inside the vehicle.

h. The target background can be considered to be a dark sky (i.e., noi a sunlit
cloud background) for the acquisition mode. However, the sun's illumination

off the target shall be considered.

Problem: Determine the required radar transmitier power needed to acquire the target

for target ranges from 10 to 120 miles using the above constraints or requirements.

The analysis for the solution of the acquisition problem just described shall use the

following assumptions or guidelines:

a. No mechanical gimbals will be used to point or scan the transmitter-

receiver,
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b. The transmitter beamwidth and the receiver instantaneous field-of-view
shall be the ideally matched (same size) throughout the entire acquisition

scan field,

c. In order to take advantage of the image dissector and its salient character-
istics (high resolution, rapid scan rate, gimballess, high noiseless gain,
scanning optical detector) only laser transmitters that emit radiation with
wavelengths in the image dissector spectrum (0.4 to 1.1 u meters or visible
to near IR) shall be considered. Since the 002 laser emits at 10 p meters
this is one of the reasons it is not considered in this analysis. The CO2
laser radar system also uses different range equations when using coherent
detection techniques. The 002 laser system vs. the visible-near IR system
can only fairly be compared when all aspects of the radar system are taken
into account (i.e., size, weight, power, radar acquisition and tracking
performances, gimbal requirements, cooling requirements, detector

detectivity, system complexity, stability, and reliability, etc.).

d. A pulsed laser transmitter shall be used and a corresponding "'photon
bucket", or incoherent detection technique shall be used to in the optical

receiver.

Figure 21 shows the 15° x 15° search field-of-view (FOV) that is to be scanned in the
maximum acqguisition time of 120 seconds. A 0.5 mrad transmitter and receiver
instantaneous FOV were chosen as the smallest scan element, thus for a square

raster type scan there are 524 scan elements per line and 274,476 scan elements
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Figure 21. Typical Radar Acquisition Problem
(120 Second Acquisition Time for 15° x 15° Search FOV)

for the entire 15° x 15° FOV. To complete the entire scan in 120 seconds the dwell
time per element would be 0.437 msec and for a pulsed system the corresponding

pulse repetition frequency (PRF) and scan rate would be 2,300 pulses per second
(vps).

Equations foi: the average input power (Pavg in) into the laser transmitter as a |
function of the target range (R) for both the cooperative (optical corner cube reflector)
and non~cooperative (skin) target cases can be derived in a straight forward mannser,
The equation for each case are shown in Figures 22 and 23 and the parameters ave
listed in Table 2. The equations have been broken down into five (5) major parts so
that one gets a better understanding of the rather long equation. Note that the only
difference between the cooperative and non-cooperative case is the first part of the
equation that is related to the Radar Geometry. Both are a function of target range

to the fourth power (R4), however there is a significant difference between the
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S‘ = LASEIR TRANSMITTER BEAMWIDTH (FULL ANGLE)Y [RAD.
R = SLANT RANGE TO TARGET [METERS]
® = 3,14 STERADIANS (FACTOR INTRODUCED BY DIFFUSE RETURN
FHOM LAMBERTAIN SURFACE O TARGET)
A'l' = VPROJECTED AREA OF TARGET [MZ]
Ar = AREA OF RADAR RECEIVER COLLECTOR APERTURE [Mz]

At = LASER PULSEWIDTH {SECONDS]

9’1'2 = TOTAL ACQUISITION SEARCH FIELD-OF-VIEW [mmz OR s-msn.]
ty = MAXIMUM ACQUISITION SEARCH TIME
p = REFLECTIVITY OF TARGET (FRACTION}
7 = TRANSMITTANCE OF LASER EMTR-RCVR OPTICS [FRACTION}
7, = ELECTRICAL-TO-OPTICAL EFFICIENCY OF LASER [FRACTION]
k, = SENSITIVITY OF LASER RECEIVER DETECTOR [AMPS/WATTI
n, = AVERAGE (MEAN) MINIMUM NUMBER OF SIGNAL ELECTRONS
e = 1.5 x 107'® couLomns (CHARGE PER ELECTRON)
A = WAVELENGTH OF TRANSMITTED LASER RADIATION [METERS]
d, = DIAMETER OF THE OPTICAL CORNER CUBE REFLECTOR ON THE
TARGET [METERS}
K, = 1.22 (FACTOR INTRODUCED BY EXAMINING THE CENTRAL MAXIMUM

TO THE FIRST NULL OF THE DIFFRACTION PATTERN FROM THE
OPTICAL CORNER CUBE REFLECTOR).

magnitude of these two when the rest of the parameters are evaluated. For a
cooperative target with a corner cube reflector having a diameter (dc) of 10 em
4", a non-cooperative target with a projected area (AT) of IOmZ, and a laser
wavelength () of 1 pmeter the ratio between the Radar Geometry for the two

cases is 1.7 x ‘.l.()'7 for any given target range. This means that for all other four
parts of the equation being equal for a given system, than the non-cooperative laser
transmitter would require 1.7 x 107 more average input power than the cooperative
target for any given range. This can be dramatically seen in the semi-log graphs

that are presented later.

The fifth part of the equation, the AVERAGE (MEAN) MINIMUM SIGNAL
ACCEPTABLE is determined after evaluating the probability of signal detection.

The laser radar noise equation is shown in Table 3 along with a listing
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Table 3. Laser Radar Noise Equation and Parameters

2 (ky’Ze(lg +Ipg + loc)N")2 + (-';—)2

i = RMS NOISE CURRENT AT RECEIVER PHOTOCATHODE [AMPS]
k = 1,25 (NOISE FACTOR DUE TO AMPLIFIER GAIN IN PHOTOMULTIPLIER)
¢ = 1.6X 10 *® COULOMBS (CHARGE PER ELECTRON)

I, = AVERAGE (MEAN) SIGNAL CURRENT AT P.C. [AMPS]

53 = AVERAGE (MEAN) CURRENT AT PHOTOCATHODE DUE TO THE
BACKGROUND RADIATION [AMPS)

"DC = AVERAGE (MEAN) PHOTOCATHODE DARK CURRENT [AMPS]
AF = ELECTRICAL BANDWIDTH OF RECEIVER ELECTRONICS (HZ)

i = THERMAL NOISE CURRENT AT "ANODE" [AMPS]
(JOHNSON NOISE )

G = GAIN OF PHOTOMULTIPLIER

of each parameter. An average (mean) minimum number of "20" signal electrons (ne)
per a 10 nanosecond laser pulse width (at) was chosen for this apalysis as a reasonable
return signal level at the detector photocathode. The noise level came out to be 0. 028"
electrons per 10 ns pulse width and was due primarily to the thermal noise for the

relatively high bandwidth needed in the receiver.

The rationale behind choosing an average (mean) Minimum of signal electrons per laser
pulse width can be shown graphically. Graphs of the poisson distribution of the expected
average signal (20) and expected noise (0.028) are shown in Figure 24. Figure 25
shows a similar graph except the expected average signal was choosen to be ‘10 instead
of 20. In both figures there are corresponding tables that show the probability of
"signal" detection (Pd), probability of false alarms, and the search time lost due to

the false alarms for different receiver threshold levels.

267




ﬁ,m,,l nﬁ“! |EREEE
RERAN
e
o manumn
b BRET L e
ey BT e
¢ :
HE 3
i |
!
- T
.'E '
3 P
4
B &k
¥~
wrecam s o
10rEEDLD Facaizny PROBAREETT Avzass wvimes | AVERAS: pvsmEn Ssanm TR
LEveL & rEparr o "o oF 108 aLAms | OF PLASS ALAREG a7
ta/00 ravRCTn 8, @028 428§ (e emaBameny | o et o mmTBrAY
(oo Bomm Domreg | PETROTER By 6o Yot 059
orag
' Lopns i v araut BRI D
' v ot et nir? XTI [
. Jeenes srmtett ~ersu”? antzp? °
‘ eoves aseist? wpsi? -4 1 gass
« e 1o I osie e

Figure 24, Probability of Signal Detection and False Alarm
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A very high probability of signal detection (Pd > . 999) and a negligible search time lost
due to false alarms is easily obtained for the 20" expected signal level case. For the

"10" expected signal level case a high probability of signal detection (Pd > . 98) and a

negligible search time lost due to false alarms cannot be obtained for a given threshold.

An expected signal level slightly lower than "20" could probably be used successfully,

but no attempt was made here to optimize the selection of the expected signal levél.

For evaluating the cooperative and non-cooperative cases graphs of laser average
input power versus target range are plotted assuming that the third and fourth part
of the power equations are idealized (i.e., no losses, 100% power efficiency and
sensitivity). Graphs are also made for the situation where a state-of-the-art laser
transmitier and receiver détector are used in the radar system. An Ytterium-
Aluminum-Garnet (YAG) laser was chosen for the laser transmitter in the non-
cooperative case and a Géllium Arsenide (GaAs) laser was chosen in the cooperative
case. The receiver detector in both systems is an image dissector with the new
Spaced Reflective Photo - Cathode (SRPC) S-1 photoemissive surface. Tables 4 and
5 list all the system pararheters for the Cooperative (idealized and state-of-the -art)
and Non-cooperative (idealized and state-of-the-art) cases, Figure‘ 26 graphically
shows laser average input power versus target range for all four situations. The
curves dramatically show the significance of using optical corner cube reflectors on

the target whenever possible.

269



TABLE 4

LIST OF PERTINENT CHARACTERISTICS FOR

A TYPICAL LASER RADAR ACQUIBITION PROBLEM

(COOPERATIVE

TARGET CASE)

TARGET

Projected Area AT (Coxner cubs reflector)

Reflectivity (diffuse return) T
Max. Acquisition Time tm
Range )

RADAR TRANSMITTER
Wavelength A
Optical Transmittance 7,
Pulse Width At R N
Beamwidth g,
2

*Totel Search FOV (6 3)°
Total Scan Elements N
Pulge Rep. Freg, (1/mq)
Electro-Opticel Laeser Eff. (7 Lxml))
Avg. Input Power (Elect.)

RADAR RECEIVER
Optical Collector Aperturs dy
Effective Detector Dia,

Datector Inst. Aper. Die,

Instantanaous FOV 0y

By

*Total Search FOV (0.p)?
Total # Scan Elements N
Photo-Benaitivity ky

Elect. Bandwidth A¥
Optical Bandwidth A A
Optical Transmitter 7,,

Avg. Minimum Signal ng/at
Avg. Input Power

* Electro=Optical Scan, no mech. gimbals!

IDEALIZED

8TATE-OF-THE-ART

79 cm2 (10"dia.)
1.0

120 Sec,

Sse Fig. 26

.9 pm

1.0

10 ns

.5 mrad.

.25 x 1()_6 ster,
15% x 157
(524)2=274, 476
2,300 ppa

160%

See Fig. 26

3", (Ap=45 cm®)
2. 0"

. 004"

.5 mrad

.26 x 10'6 ater,
159 x 15°
(524)%=274, 476
.7 8/, (100%QE)

50 MHz
.01 pm
1.0

20 slect/10ns
=10 watte

79 em2 (10* dia.}
.9

120 Bsc.

See Fig. 26

.9 um

T

10 ns

. 5 mrad.

.25 % 10°° gter.
159 x 15°
(524)2 = 274, 476
2, 300 pps

1.0%

Bee Fig. 26

3", (Ap =45 cm2)

2. 0"

. 0pa"

.5 myad

.26 % 107 ster.

159 x 16°

(524)%=274, 476

. 0084 8/w (SRPC 8-1)

50 MHz
L 01 pm

20 slectrons/10ns
=10 watts
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TABLE §
LIST OF PERTINENT CHARACTERISTICS FOR

A TYPICAL LASER RADAR ACQUISITION PROBLEM
(NON-COOPERATIVE TARGET CASE)

TARGET
Projected Area A (skin)
Reflectivity (diffuse return) Tp
Max, Acquisition time t; -
Range R
RADAR TRANSMITTER
Wavelength A
Optical Transmittance 7 ot
Pulse width At
Beamwidth 6
2
*Total Search FOV (6.)2
Total # Scan Elements N
Pulse Rep. Freq. (1/T)
Electro-Optical Laser Eff, (T l_‘:(100)
Avg. Input Power (Elect.)

RADAR RECEIVER
Optical Collector Apsrture dr
Effective Detector Dia.
Dstector Inst. Aper, Dia,
Instantaneous FOV 6,
ay
*Total SBearch FOV (871)
Total # Scan Elements N
Photo~Sensitivity k)
Elect, Bandwidth AF
Optical Bandwidth A
Optical Transmittance 7.
Avg. Minimum Signal 7,/6t
Avg. Input Power
*Electro-Optical Scan, no mech, gimbals!

IDEALIZED STATE-OF-THE-ART
10 m2 10 m2

1.0 .9

120 Sec. 120 Sec.

See Fig. 26 See Fig. 26
tpm 1.06 pm (YAG)
1.0 1.0

10 ns 10 ns

.5 mrad, .5 mrad

.25 x 166 ster.| .25 x 1076 ster,
15% x 15° 15° x 15°
(624)2=274, 476 | (624)2 = 274,476
2,300 pps 2,300 pps

100% 5%

See Fig. 26 See Fig. 26

3", (Ap=45 cm?)
2,0"

. 004"

.5 mrad

.25 x 10~8 ster,
15° x 15°
(524)2=274,476
.8 a/w(100%QE)
50 MHz

.01 pm

1,0

20 elec. /10 na
= 10 watts

3", (Ar =45 cmz)
2,0"

. 004"

.5 mrad

.26 x 1076 ster.
150 x 15°

(524)2 = 274, 476

. 0027 a/w (SRPC §-1)
50 MHz

.01 gm

N

20 electrons/10 ns
=10 watts
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The total search FOV (9,?,) to be scanned in 120 seconds effects the laser power
required by the square of the FOV, Reduced FOV's are examined here for the non-
ccoperative case using the state-of-the-art parameters. Figure 27 graphically shows
the laser average "input and output' power versus target range for the 15° x 15° Search
FOV. Curves with three Qifferent electrical-to-optical efficiencies (TLXIOO) ft;or the
YAG laser transmitter are shown. Figure 28 graphically shows the average laser
"output'' versus target range for seven (7) different search FOV's varying from 15° x
15° down to 0.232° x 0.232°, The individual scan element size was kept the same (0.5
mrad x 0.5 mrad). The number of pulses per second (pps) and the scan rate was
reduced so the entire 120 seconds could be used and thus reduce the required laser
power. The tremendoué reduction in the required power for smaller search FOV's
sharply point out an advantage of good navigation data prior to starting the rendezvous

acquisition.

The required laser power for the non-cooperative target case may be more power

than the vehicle can practically allot for the radar system.

There are alternate methods for the rendezvous acquisition with slight modifications
to the above laser radar systems. One attractive method is to use the sun's illumin-
ation off the target vehicle to acquire the target. Only the angular direction can be
directly obtained with this method, however if the initial angular direction is deter-
mined the total search FOV for the active laser radar system could be reduced down

to one degree or less very easily.

The laser radar system would use the receiver's scanning optical detector (image
dissector plus opti¢s) to search for the sun's illumination off the target. The narrow

band optical filter that selected only the laser light could be taken out if necessary for
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the initial angle acquisition. For the receiver-only type of target acquisition, the
image dissector can increase its scan rate to at least 30 KHz and could scan the entire
15° x 15° FOV in about ten (10) seconds. After angle acquisition with the receiver the
radar's laser transmitter could be turned on and pointed to where the receiver located
the target. A laser transmitter-receiver acquisition could then be accomplished in
110 seconds very easily over smaller search FOV's with a sigﬁificant reduction in
laser power. Table 6 lists the system parameters for the sun illumination case, and
Figure 29 is a graph showing the irradiance received versus target range. The primary
source of noise in this situation would be any bright star that appeared in the 15° x 15°
FOV. From Figure 29 it can be seen that the irradiance xjeéeived from the sun -
illuminated target is equal to the irradiance of a "0" magnitude star when the target
range is 90 miles. There are only two (2) stars in the entire sky that are brighter
than "0" visual magnitude and only nine (9) between "0" and "+1",

The sun illumination methéd.would put an obvious constraint on the rendezvous". .
acquisition; the initial angle acquisition would have to occur when the target was' -
illuminated by the sun, and thus initial acquisition could not occur on the dark side of
the earth. Lo
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TABLE 6. LIST OF PERTINENT CHARACTERISTICS FOR
TARGET ACQUISITION USING THE SUN'S ILLUMINATION

TARGET
Projected Area A T i0 m2
Reflectivity (diffuse refurn) T 0.8
Geometric dilution a 0,1
Max. Acquisition time tm 120 sec
Range see Figure 29
RADAR RECEIVER

Optical Collector Aperture dr an (Ar = 45 cmz)
Effective Detector Dia. 2.0"
Detector Inst. Aper. Dia. 0. 004"
Instantaneous FOV @ 0.5 mrad

e 0.25 x 15”° gter.

Total Search FOV (8,)" 15° x215°(without. gimbals)

Total #Scan Elements N (624} = 274,476
Photo-Sensitivity kA (avg.) 0.3 a/w
Elect. Bandwidth AF 50 MHgz
Optical Bandwidth A 0.4 um
Optical Transmitter T 0.7
Irradiance at Receiver (Hr) See Figure 29
Average Input Power =10 watts
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A LASER SYSTEM SUITABLE FOR SPACE APPLICATIONS 9 6 8
P. Schuddeboom, M. Teare, and D. Bennett

RCA Resesarch Leboratories
Montreal, Canada

INTRODUGCTION

While a number of experimental laser communications links have been
established on the ground '°2, space communications using a laser is still
very much in its infancy. The first space leser communications system will.
be the Laser Communications Experiment to be flown on the ATS-F satellite.
This experiment is expected to provide two-way video transmission between the
ground and the synchronous satellite using a FM COz2 laser transceiver.
Although careful trade=-off studies will have to be conducted, a laser’ communl-
cations link may well be the best means of communicating between the Shuttle.
Orbiter and a Synchronous Data Relay Satellite, due to the lerge antenna .
required for RF communications. This may be _very difficult to 1ncorpora£e
into the Orbiter designa

In considering lasers for space applications it is necessary to evaluate the
ground based systems to ensure that their components are suitable for space
use., At the present tlme our work in this area is divided into three
sections.

1) The development of a small long life sealed-off ceramic COz laser tube.

2) 'The development of a simple laser frequency’stabllizlng control system
which will operate over large excursions in cavity length in order to
compensate for the effects of the change in refractive index with =~
temperature of a GaAs modulator 1nterna1 to the laser cavity.

3) The development of a hlghly efflclent laser power supply which does not
require & ballast re31stor.

LASER TUBE

Conventional €O, lasers have been glass with water cooling. For a space
system we must use 2 sealed off laser tube which is rugged, can be passively
cooled, and has both a long shelf lifetime as well as well as a long operatlve
lifetime., Figure 1 shows a ceramic laser tube made of high purity alumina
which meets these requirements. - With GaAs Brewster windows this 15 cm tube
is capable of 1 watt of single mode CW power output. Over 2000 hrs lifetime
has been achieved with the first two of these tubes. Longer lifetimes are
anticipated with subsequent tubes.

FREQUENCY CONTROL SYSTEM

The frequency stability of the laser is directly related to the stabiiity
of the laser cavity by:

ar - AL
f L
where, for a CO; laser f = 3x10'*Hz.

If we have a 50 cm cavity length we must be able to control this length’
to within 5A to obtain a laser frequency stability of 1 part in 10°,




One fairly standard way of obtaining this type of stability is
"eenter dither' method. 'This method makes use of thes fact &
power output versus frequency chavacteristic has a
paraholic shape with a unique maximum. It has been ¢
that the peask of the power profile of asny partin
frequency reference. This allows us to tune two 1&3
the same frequency.

phase sensitive detector.
really the average valus of the fundzm@ntaz Gﬁﬂy&ﬁ
on the power meter versus frequency, has a null
of the power profile. The null is only dependant
of the power profile and is independent of phass
signal and the reference signal due to o
rature. This mesans that the stabilizati
laser and is independent of any external
sensitive detector can therefore be used &
back to the laser cavity transducer to maintein
power profile. Long term frequency stebiliti
10® have been achieved by this method.

Flgure 2 shows the basic staebililzation g@h@m@y
ratational 'line is selected by means of an a%%
The dither frequency has been selectsd ]

to *1 lHz change in laser frequency. Dus to ihb ye i
of the thermistor bolometer power meter, & much hlgh?? dith
require a larger smplitude dither in order to obtain a raassons
noise ratio at the output of the power meter. Figurs 3 shows a %
signature over three half wavelengths. For this laser the P18 7
suitable for the operation of a communications system. 8ince we |
blished the center of the line as the carvier frequency, by in
dither amplitude the available bandwidth for communications is d 84
we must remain within the confines of the P18 line. The control pysten
bandwidth is therefore limited to somewhat less than 5Hz as we have 1
well down in gain at 50Hz to avoid responéimg to the dither si
modulation can be achieved by means of an in-cavity Gals modulsal
the modulator outside the cavity we can obtain squivalent moduls
ce at the expense of e significant increase in power consumpliion in the mo
tor driver. .
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The control system block diagram is shown in figure L.
index we have attempted to maximise the opsn loop gain whils
down in gain at the dither frequency. This hes led to the inc
lag compensation network to obtain system sbebility. It can b
is a type 1 system, thus the system is not limited by a 3%@&@
From the Bode diagram, figure 5, we can sse that the system 1
adequate gain and phase margins.

By inserting en offset in the phase sensitive detsctor
position of the null of the discriminator. Ve can thus
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any point on the power profile and take maximum advantage of the bandwidth
available for communications, This will also allow us to perform the initial
tuning of e local oscillator laser using the peak of the power profile as &
frequency reference.

ELECTRO-MECHANICAL LASER CAVITY TRANSDUCER

‘hen evaluating the ground based laser stabilization system it soon
became evident that a major obstacle would be the laser cavity transducer.
Traditionally the laser cavity transducers have been piezo-electric devices.
These devices can be broken up into three classes; tubular, stacked and
bimorph benders. Vhile different trade-offs can be made among these devices
they are all basically governed by the following restrictions. ’

(a) The PZt has a limited translation of less than 15y for most devices of
suitable size. . ..

(b) The P2t requires a high voltage driver of up to 2000 volts for Su
translation with a 2 inch long tubular device. High voltage amplifiers for
space applications are difficult and complex designs.

(¢) The PZt is easily depoled by exceeding its voltage stress limits.
This depoling causes the device to lose its sensitivity. For space applica-
tions these voltage limits will have to be reduced in order to provide adeguate
reliability. This will then compound the difficulties of (a) and (b)

(d) The piezo-elettric material is very brittle and the transducer will
therefore be difficult to mount in order to survive launch vibrations. while
still being free to move properly during its normal operations.

To circumvent these problems an electro-mechanical transducer was investi-
gated; several have been fabricated and tested with satisfactory results. This
transducer operates on the principal of a plunger megnet whose armature is
restrained by a thin diaphragm. Pigure 6 shows the cross section of the
electro-mechanical transducer. The armature has been made as light as possible
in order to raise the mechanical resonant frequency to well over 300 Hz. Two
diaphragms support the armature to ensure linear operation without skewing.

The main advantages of the electro-mechanical transducer are listed below.

(a) The transducer operates on a current drive, This means that the
device can operate from a low voltage driver, such as a normal IC operational
amplifier, :

(b) Displacements of over 100u can be easily achieved at very low current
levels. )

(¢) The device is very rugged and is easy to mount. Figure 7 shows the
typical performance of the electro-mechanical transducer. The operation of

the laser stabilizing system with the electro-mechanical transducer has been
very satisfactory,.

LASER POWER SUPPLY

For ground systems the laser power supply usually consists of a high
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voliage power supply with a ballest resistor in series with the leser tube %o
overcome the nsgative dynemic impedance of the tube, This systen requires

a lerge high voltaps transformer and ls very inefficient due to the power
wasted in the ballast resistor.

The laser power supply that we are presently developing is shown in
figure 8, Since we are looking for a highly regulated current through the
laser we have placed e current source in series with the laser tube. We now
make use of the high positive dynamic impedance of the current source to
overcome the negative impedance of the laser tube. This gives us steble
. operation without wasting power in a ballast resistor.

In order to overcome the need for a high voltage transformer and to
eliminate 211 the problems of voltage stresses related to it, we have made
‘use of a converter with a relatively low output voltage followed by & voltage
multiplier. At no load the voltage multiplier provides the extra high
voltage required to stert the laser discharge. Once the laser starts the
voltaege drops as the current is regulated by the current source. The
performance characteristics are shown in Table 1.

POVWER SUPPLY PERFORMANCE FIGURES

Input Voltage +28v  ®1%
Output Operating Voltage Range 2500 = 14500 voltis
Output Power 20 = 30 watts
Starting Voltage Supplied
to Laser Tube up to 10 Kv
Efficiency - present 70%
- expected 80;%
Current Stability - expected better than .41% ripple
TABLE 1
CONCL USIONS

The relatively simple systems discussed above have performed very well
in initial testing. The laser stabilizing system has been-sble to maintain
frequency stebility during e complete day without losing lock. The control
system, which has been constructed with six operational amplifiers and two
FET's, consumes less than 500 mw., which includes the electro-mechanical
transducer,

With the aid of a very stable, yet flexible, laser heterodyne test
facility that we have just completed, which is shown in figure 9, we plan to
conduct extensive msasurements on both the long term and short term stability
of the laser control system. This facility will alsc enablc us to perform
detailed messurements on the effect of the laser power supply on the stability
of the laser control system.

This work was supported in part by the Canadian Directorate of Industrial
Research and NASA GSFC.
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285




o :\\L
ok &
=
@
ST
ol
h\ |
i \"“M...%.h‘
]
i)
PUARGI" =60
BAI BARGIN =30 B
-0 BANDEOTH =33h

Figure 5eeseeccoccsccnca Bode Diagram Showing Control System Stability

3 (4) Q (1)

NN

B\

® ® 2 3

(1) waswENC YORE wnRoR

oL % ARMATURE

() oieuracss AR B8P
(1) ALuaHYs SHAFT ;

G .

i

ELECTROMECHAMICAL TRANSDUCER

Pigure Boaccocsescncssas Cross Section of Blectro-lechanical Transducer

286




X

i}

'CURRENT (mA)
B
5

¥ 8§

g &

e L ] e

e -3 S

: a . T T 3 /
0. ®» B e ®. MmO W B Bk 30
— . DISPLACEMENT:IN g ' o

ELECTROMECHANICAL TRANSOUCER PERFORMANGE - -

" Figure 7eo. ... tevenncne .Elec tvzr_'bi(—[ifeohanical‘ “Pransducer Performance: *:.

N BULTISTAGE
o— INVERTER .t FULL-WAVE

“BY | , HULTIPLIER - \-l-! TR

SWITCHED BALLAST RESISTOR

CONSTANT
CURRENT
SOURCE

Ty e’
- LASER TUBE

HIGH VOLTABE LASER POWER SUPPLY

Figure BoowescsscoscscsaBlock Diagram of High Voltage Laser Power Supply

287



288



N?()'
] -
4
AN ALL-SOLID~STATE, S-BAND PARAMP UTILIZING
MICROWAVE INTEGRATED CIRCUITS
 P. H. Dalle Mura

NASA-Goddsrd Space Flight Center
Greenbelt, Maryland

SUMMARY

An all solid state paramp developed for use aboard a Data .Relay
Satellite in synchronous orbit is described. The paramp is a wide
instantaneous bandwidth, low noise unit which utilizes a Gunn Device
Oscillator as a pump source and a hybrid microwave integrated circuit
in the circulator-paramp section. Some of the difficulties encountered
in the application of microstrip circuitry to the paramp components are
described. Selection of the type of solid state pump oscillator based
on paramp noise performance is discussed. Test results which were
measured on the paramp are presented.

INTRODUCTION

Until recently, the application of low noise parametric amplifiers
to spacecraft systems was unrealistic for two reascns. First, the size
and weight of conventional paramps were prohibitively large to be con-
sidered for inclusion in a spacecraft where weight and size are always
at a premium. Second, klystron tubes required for pump sources are
limited lifetime devices unsuited for satellite applications.

Two areas of development during the past few years have removed the
barriers impeding the application of paramps to spacecraft systems. These
are the developments in microwave integrated circuits, and thé develop-~ -
ment of various solid state oscillators suitable for paramp pump sources.
The microwave integrated circuits have allowed a tremendous reduction
in the size and weight of paramps by the use of high dielectric substrate
microstrip circuits using hybrid techniques. The solid state pump sources
have also contributed to the size and weight reduction by allowing smaller
oscillator structures and smaller, low voltage power supplies. They
also eliminate the second barrier by providing a long life, highly
reliable pump oscillator to replace the klystron tube, -

Utilizing these developments in microwave integrated circuits and
solid state oscillators, a prototype paramp was developed¥ to fulfill
the requirements of the Data Relay Satellite for a low noise preamplifier
operating in a synchronously orbiting spacecraft.

*This work was performed under contract NAS5-10657 by Airborne Instruments
Laboratory, Melville, L. I., N. Y.
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DESCRIPTION

A decision was made early in the program to employ thin film micro-
strip utilizing a twenty mil thick glazed alumina substrate. The choice
of a ferrimagnetic substrate was ruled out because of the loss factor,
although this choice would have accommodated the circulator development
more easily. Figure 1 is a photograph of the completed paramp depicting
the circulator-paramp portion in microstrip and the solid state pump
source in Ku-Band waveguide.

The circulator consists of a one inch diameter ferrite "puck’ cemen-
ted into a one inch diameter hole in the alumina substrate with the 'Wye"
junction and matching transformers deposited on top of the ferrite-alumina
combination. The ferrite is lapped flat with the surface of the alumina
before the top conductor pattern is deposited. A one and one-quarter
inch diameter permanent magnet having a field strength of 400 Gauss is
cemented to the ground plane side of the circulator as shown in Figure 2.
Also shown are paramp bias circuit components including a2 miniature bilas
control potentiometer.

The microstrip circuit is fabricated as follows: A copper-over-
chromium f£ilm is first deposited over the entire top and bottom surface
of the substrate., Then the top conductor pattern is outlined with etch
resist by means of a suitable mask. The excess copper is then etched
away leaving the desired conductor configuration., Critical electrical
connection points such as the circulator-transformer junction, circulator-
paramp junction, and the 0SM coax-to-microstrip junctions are reinforced
by small sections of gold ribbon parallel-gap welded across the junction.

The varactor employed is a Sylvania Type 5147E utilizing a pin cap
package. Figure 3 depicts the method of mounting the varactor through
the microstrip substrate and shows how contacting to the varactor is ef-
fected. Low temperature, pure indium solder is used to secure the varactor
to the substrate ground plane before the substrate is positioned into
the aluminum frame. The frame is machined out to allow entrance of the
varactor cap and pin. The contact to the top of the varactor is by means
of a gold ribbon which is ind{um goldered to the varactor and gap welded
to the microstrip conductor. -

Early in the development program, an attempt was made to vealize the
solid state pump oscillator completely in microstrip circuitry. Both
Avalanche and Gunn Effect Oscillators were explored. This effort was
abandoned in favor of an approach in which the active oscillator device
is embedded in a waveguide cavity, lightly coupled to the microstrip
paramp circuit, and which i{s integral with the overall amplifier enclosure.
The advantages of this approach, as compared to the microstrip oscillator
are: (1) significantly higher oscillator resonator selectivity resulting
in better pump spectral purity, (2) better oscillator device heat sinking
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and (3) lower pump circuit losses. The pump oscillator waveguide cavity
was designed to accommodate either an Avalanche Diode or a Gunn Effect
Device so that a direct comparison could be made of their respective
influence on the paramp noise performance. Each type of oscillator was
capable of producing 100 mw of cw power at 14 GHz. This amount of power
is more than adequate to fully pump the varactor under broadband condi-
tions. The loaded Q of the cavity is the same (Qp = 400) for both
devices.,

Noise figure measurements showed that the Avalanche Oscillator pump
caused the paramp noise figure to increase by about 3 db over that obtained
with the Gunn Oscillator pump. Also, improving the Qj, of the Avalanche
Oscillator cavity still did not bring its performance up to that of the
Gunn Oscillator, although it did improve the noise figure of the paramp
somewhat. Although these experiments did not divulge the mechanism of
noise degradation due to the Avalanche Oscillator, the Gunn Oscillator
was selected as the pump source in order to expedite the paranip develop=
ment. It appears that further investigation is required into the exact
nature of the Avalanche Oscillator noise contribution before making a
final determination as to its applicability as a paramp pump Source.

TEST RESULTS

Complete test results for the paramp are presented in Table 1, while
Figure 4 shows a swept frequency response of the paramp bandpass. The
1 db bandwidth of the amplifier comes close to covering the entire 2,2 -
to 2.3 GHz Telemetry Band which was the program objective. The noise tem-
perature was measured by means of an accurate hot and cold input termin-
ation setup and compares favorably with the best standard wideband
paramps operating in this frequency band, the latter showing a noise tem-
perature of about 1000K., against 139°K. for the integrated paramp. The
gain stability was measured only over standard laboratory temperatures,
since a complete environmental operating specification was not deemed
necessary for a first developmental model,

Table 1

Integrated Paramp Test Results

Gain 15 db
Bandpass (3 db) 120 MHz
(1 db) 94 MHz
Center Frequency 2250 MHz
Noise Temperature 1390K

(N.F. = 1.7 db)
Gain Stability (24 Hr.) 0.2 db

Input VSWR 4 to 1
Weight 9 oz,
Volume 6 cubic inches
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The input VSWR is seen to be excessively high and was a major cause
of concern. Investigations into the problem have shown that the layout
of the microstrip circuit itself is the chief offender. Referring back
to Figure 1, it can be seen that the paramp broadbanding stubs are located
tangentially to the circulator disc. HMagnetic coupling between the
ferrite disc and the stubs causes a distortion in the circulator symmetry
and thereby adversely affects the reverse isolation of the circulator.
This in turn results in a high input VSWR when the amplifier is operating
at 15 db gain. The obvious solution to the problem is to relocate the
broadbanding stubs so that their effect on the circulator is negligible,
In order to verify this, the broadbanding stubs were relocated so that
they angled away from the circulator junction rather than being tangential
to it, This did indeed improve the clrculator isolation to the extent
that the input VSWR was reduced to under 1.6 to 1. Angling of the stubs,
however, does not represent the optimum solution to the problem, which
is a relayout of the microstrip circuit with at least a quarter wavelength
spacing between the circulateor and the stubs.

CONCLUS IONS

It is felt that this integrated paramp development represents a
significant first step in providing low noise paramps for use in a
variety of space applications. No fundamental limitation appears to
exist which would prevent the use in space of a component employed
successfully for many years in sensitive ground receiving systems. For
this signal frequency vrange, microstrip circultry seems well suited for
use in the signal and idler circuits; however, the use of waveguide com-
ponents in the pump circuit seems a better choice for the reasons pointed
out earlier,
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INSTRUMENT LANDING SYSTEMS FOR THE SPACE SHUTTLE

Herbert P. Raabe

IBM Corporation
Gathersburg, Maryland

~ Abstract

The terminal flight characteristics of the returning space shuttle are
described and the requirements for an instrument landing system (ILS) derived.
The presently available systems are reviewed and their deficiencies to serve -
the shuttle are pointed out. The effort of the special committee SC-117 of the
Radio Technical Commission for Aeronautics (RTCA) is reported. This effort
consists of defining future requirements for aircraft ILS's, screening proposed -
techniques for their potential in meeting these requirements and establishing a -
common waveform. The requirements for space shuttle and aircraft landing
operations are compared. An ILS concept potentially capable of meetmg shuttle
and aircraft requirements is described.
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Terminal Flight Characteristics and Requirements for a Shuttle ILS (Figure 1)

The terminal flight characteristics of the space shuttle have not been
definitized yet. Since the shuttle may have to land safely in various configurations
as dictated by emergency conditions, various terminal flight paths will have to be
accommedated. From preliminary studies two configurations have been selected
which place extreme demands on an instrument landing system:

1. Space Shuttle unpowered with wings.
2. Space Shuttle powered without wings.

These two configurations operate on glide angles of 20 degrees and 3 degrees,
respectively. Both flight paths flare out into a final glide angle of 0. 75 degrees
to touchdown. The horizontal speed will be 300 ft/s with a corresponding sink
rate of 4 ft/s. Except for the steep glide angle the approach of the shuttle is

like that of a jet plane. The required range of the landing guidance system should
be 20 nmi where the altitudes are 40, 000 feet and 6, 000 feet, respectively, for
the two configurations,

Angular guidance and distance data must be available from a 20 nmi range
all the way to roll out. The sampling rate of these data should be at least 5Hz
at long ranges and at least 15Hz before the shuttle enters the flare-out maneuver
until it reaches the end of the roll out. Various glide angles up to 20 degrees
must be provided. Hence manual as well as automatic landing capability must be

provided.

Fly-out guidance for a missed approach and repeated landing support must
be provided.

The allowable error at touchdown shall be +15 feet lateral, +800 feet
longitudinal on a runway of 150 £t. x 10,000 £t.
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The Present FAA ILS and its Suitability to Serve the Space Shuttle and to meet future
Requirements of Aircraft Operations (Figure 2)

The present ILS is shown schematically. It consists of a localizer, glide
slope facility and distance measurement equipment. The localizer defines the
vertical plane over the center of the runway by radiating two overlapping beams -
from the end of the runway. The carrier of both beams is the same =110 MHz
but the two beams are modulated by different audio frequencies, 90 Hz and
150 Hz, respectively. Balance of the modulation intensity identifies the localizer
plane. : ’

The glide slope equipment operates on the same principle as the localizer.
The radiating array is vertical and positioned off the forward end of the runway.
Again two overlapping beams are formed. Radiation of the carrier of ~330 MHz
is restricted to the forward sector. The two beams are also modulated by 90 Hz
and 150 Hz, respectively. The glide slope angle is ~ 3 degrees. The intersection
of the glide slope cone with the localizer plane defines the single available approach
path. However, guidance to touchdown is not provided so that landing requires pilot
control and visibility of the runway on the final approach.

The distance measurement equipment (DME) requires the initial pulse
transmission from the spacecraft to which the ground transponder responds.
Thus range measurement requires a wide band signal.

The present ILS can serve the space shuttle only when approaching as
configuration 2, with manual landing control with visibility assured before the
flare-out maneuver starts. Even in this case the present ILS must perform
nearly ideally.

The major deficiencies of the present ILS to serve the space shuttle and
aircraft operations are:

1. Limitation to one approach path of low glide angle. The space
shuttle requires guidance along a variety of glide angles up to
20 degrees. Many types of aircraft will require steeper glide
paths and curved approaches in the horizontal plane.

2. The glide path does not terminate on the ground. Flare-out to
touchdown and roll out maneuvers must be made manually and
visibility of the runway is required.

3. The wide VHF beams of the localizer lead to RF scattering from
buildings and terrain features resulting in errors of the flight
path. ,

4. No guidance in elevation is provided by the present system for
the fly-out in the case of a missed approach.

297




A

In January 1969 SC 117 published the "Tentative Operational Requirements
for a New Guidance System for Approach and Landing" and invited submission of
proposals to meet these requirements. In response to this invitation twenty-three
specific proposals were received. From the SC 117 membership the Techniques
Assessment Team (TAT) of experts was chosen which divided the proposals into
three categories. The first category comprised seven microwave Scanning Beam
Systems, the second category included Multilateration Systems, while the remainder
of proposals based on various techniques was placed into the third category of
Miscellaneous Systems.

Although no single proposal met all requirements, TAT decided in October
1969 that the scanning beam techniques held the greatest promise and that the
signal structure should be based on the capabilities of these techniques. There-
fore the proposers of the seven scanning beam techniques were invited to participate
in the Signal Format Development Team and to establish final specifications for the
signal structure.

So far the effort of SC 117 has been highly successful considering the
complexity of the task. The working group of Signal Format Development Team
will present their recommendations to SC 117 in August 1970, If these recom-
mendations are supported by the full committee, then it is up to the Federal
Aviation Administration (FAA), the military, foreign governments and other
interests if they are willing to accept the recommendations of SC 117.

In the case of acceptance by these interests, verification hardware should
be built and tested at selected locations. Thus a number of years will pass before
the new system will begin to replace the existing installations. This may occur by
1980.
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The Effort of Special Committee SC~117 of RTCA to Promote the Evolution of an
Advanced ILS (Figure 3)

In 1967 the airlines agreed that it was about time to start work on the
evolution of an advanced ILS to overcome the deficiencies of the present system.
These deficiencies were not and still are not severe enough as to require a
pursuit of this effort with great urgency. On the contrary, the system is still
doing such a good service that more installations are recommended which will
be quite useful for years to come. However, in anticipation of increased traffic
density and a greater variety of aircraft with different flight characteristics and
in order to overcome certain restrictions due to inclement weather, an advanced
ILS was eventually needed, and an early coordinated effort was necessary to
avoid wasteful proliferation of new techniques.

The task was not merely a technical one, economic and political considera~-
tion played a major part. The military had already adopted advanced systems,
meeting very specific requirements and the future system should serve the military
as well. '

Furthermore, international acceptance was required to make the effort a
success. Last but not least the cost should be low, especially for smaller air-
craft, although they may not get the full service of the system.

To maximize the chance of success for the evolution of a new ILS,it was
mandatory that a committee was organized in which all interests were represented.
Thus, the Executive Committee of the Radio Technical Commission of Aeronautics
(RTCA) established in 1967 the Special Committee 117 under the able leadership of
S. Poritzky of the Air Transport Association (ATA).

The task of SC 117 was two-fold. First they had to establish specifications
or requirements for the future ILS, second a standard signal structure had to be
agreed upon so that any airborne equipment could communicate with any ground
installation. Specifications of techniques and hardware were to be limited to the
absolute minimum to allow full participation and competition between manufac-
turers. However, techniques and hardware considerations were initially
important so that the final specifications and signal structure would be realistic
and economical. Thus an Operational Working Group developed a Statement of
Operational Requirements during 1968.
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Principles of Angle and Distance Measurement Techniques (Figure 7)

To generate the two angular inputs for the guidance function on-board of
an aircraft or the space shuttle a receiver records the time t when the scanner
illumination takes place. If the angular positions of the scanr?ers with respect
to time are known, azimuth and elevation angles can be derived. To avoid the
requirement of a clock which is accurate in absolute time, a timing signal is
transmitted from the ground. Two principles are illustrated, the time reference
and the code reference technique.

To provide the time reference signal an omnidirectional transmitter
generates a pulse at the periodicity of the scanner transmission. For example
in the case of an azimuth scanner the omnidirectional pulse may be transmitted
whenever the fan beam is parallel to the center line of the runway which happens
at time t . In the case of code reference, the timing information is modulated
on the scanner signal. ‘

To obtain distance information, an on-board transmitter generates a
wideband signal, e.g. a short pulse. The pulse is received by a ground trans-
ponder which generates a pulse to be received by the on-board receiver. From
the time delay the distance is derived.
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Integrated Precision Angle and Distance Measurement Technique (Figure 8)

The precision of time measurement when the peak illumination of the scan
beam function occurs is inadequate. A split beam technique offers much greater
precision. To generate this beam system, a phased array with two RF inputs
may be used. Perfect symmetry of the split beam system is assured if the same
frequency is applied to these inputs. To enable the receiver of the scanner
signal to keep the two beam signals apart, pulse transmission and time multi-
plexing is suggested.

The receiver demultiplexes the received pulse series and derives the
beam envelope-time function of the two beams in two low-pass filters. A sub-.
tractor generates the difference function of the two beam envelopes. This
function shows a zero crossing which triggers a pulse. The timing of this pulse
indicates the time t_ when the fan beam plane scans the on-board receiver,
except for a fixed time delay due to the low-pass filters. '

The precision of the zero crossing time is also assured by the fact that
no electronic components are used in the separate paths between the demultiplexer
and the subtractor.

To automatically generate distance measurement signals at the rate of
the angular signals, the on-board pulse transmission is triggered by the pulse
at time t_ which propagates to the ground and releases a pulse in the ground

transponder. This pulse is received by the on-board receiver at time tD.
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The ILS V-Ream Concept by IBM (Figures 9, 10)

An ILS concept which shows promise of meeting all requirements for the
service of the space shuttle as well as the great variety of aireraft is based on
the V-Beam scanning technigque. The scanner which rotates continuously in
azimuth generates a left beam system B, and a right beam system B . Each
beam system consists of split beam pair, a leading and a tracking bgam, B
with B., and B , with B_,, respectively, These beam systems define precise
beam pIanes “3nd I which are inclined 45 degrees to form a "V", As the
scanner rotates, twd scanner pulses f. and £ are triggered in the airborne
receiver during each revolution. The receiver also receives a pulse 0 from the
omnidirectional transmitter 0 every time when the scanning beam plane inter-
section is parallel to the runway center, From the timing of the three pulses
the azimuth angle @ and the elevation angle € can be derived. While aircraft A
is still waiting outside of the main approach path of the runway, shuttle S is
descending over the runway center line. Thus the fan beam pulses are
symmetrically disposed to either side of the omnidirectional pulse. The dis-
tance measurement may be triggered by the leading fan beam signal and is not
shown. The scanner may be located beyond the runway on the center line or off
the side of the runway. Its location determines the variation of o and € with
distance D for a given approach pattern, The space shuttle computer will derive
these angles. '

"~ The range and angular accuracy requirements necessitate the use of two
frequencies: C-band offers adequate penetration of dense rain over a distance of
at least 20 nmi, K -band enables the construction of narrow-beam antennas of
reasonable dimensions. Furthermore, the sampling rate of guidance information
should be at least 15 Hz during the final phase of the landing while a sampling
rate of 5 Hz is adequate for the long range guidance.

These requirements are met by a spinning antenna system consisting of
a pair of coarse-beam arrays on one face of a cube and 4 pairs of fine-beam
arrays covering 4 faces of a cube. Each array has two RF inputs to generate
a split~-beam fan pattern as previously described. While the coarse-beam
arrays are energized over the full azimuth of 300 degrees, the fine-heam
arrays are energized only over the quadrant pointing in the direction of the
approaching space shuttle. The signal structure due to the two systems is the
same, except that the repetition rate of the fine-beam system is 4 times that of
the coarse-beam system and the precision of the former is 2. 5 times greater.
Thus the computation of the guidance data does not require any change in the
computer.

By switching the receiver from the coarse-beam to the fine-beam scanner,
the distance measurements also repeat at the higher rate.
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Fig. 2

THE EFFORTS OF SPECIAL ConmiTree SC 117
OF RTCA TO FROMOTE THE EVOLUTION OF
AN ADVANCED LL S

(1) In ANTICIPATION OF THE NEED 0F AN ApDVANCED I1S,
THE SC 117 L/'A‘S’ ESTABLISHED BY THE EXECUTIVE Commir-
TEE OF THE RADIO TECHNICAL COMMISS 100 OF AER o=
NAUTICS IN 1967,

(2) AV OPERaTIONAL WURKING GROUP DEVELOPED 4 STATE-
MENT 0F OPERATIONAL REQUIREMENTS. DURING 1969,

(3) TENTATIVE OPERATIONAL REQUIREMENTS FOR A NEw
GUIDANCE SYSTEM FOR APPROACH AND L ANDING PUB -
LISHED JANUARY 1969.

(4) CarL FOR PRAPQSALS 0F NEwW GUIDANCE SYsSTEM
FOR APPROACLH AND LANDING ISSUED FEBRUARY 1967,

(5) EvALUATION "d;:. PROFPOSALS BY THE TECHNIQUES Ass‘és‘&
NENT TEAM DURING APRIL THROUGH SEPremBER (969

(¢) RECOMMENDATIONS MADE BY THE TECHMIQUES ASsEss-
MENT TEAM AND ESTABLISHMENT OF THE SICNAL
FormaT DEVELOPMENT TEAM OCrosER 1969,

(7)) RECOMMENDATION OF A SIGNAL FORMAT BY THE SICMAL
Formar DEVEL OPMENT TEAM TO SC /17 AYCUST 1970,

305




Fi6. 4

GUIDANCE BY MULTILATERATION

GROUND PLANE

ODISTANCE MEASUREMENTS FROM 4 FIXED REFERENCE
POINTS REQUIRED 70 DEFINE LOCATION )N SPACE .

O3 KEFFRENCE POINTS DEFINE PAIR OF LOCATIONS IN SYMMETRIC
PoOsITIONS WITH RESPECr 70 PLANE OF REFERENCE POINTS.

CAMBIGUITY RESOLVED WHEN REFERENCE PomMrs ON GROUND
PLANE ,BUT LoW ELEVATION ANGLES ARE PooRLY DEFINED.

OLow ELEVATION ANGLES REQUIRE 414 ELEVATED REFE -
RENCE PoINT,

ORADIATION ONNIDIRECTIONAL , WIDE BANDWIDTH (MICROWAVE],
HiGH POWER, ' ,

ADVANTALES: DISADVANTAGES:
O S5MALL ANTENMAS O L DISPERSED RADIATORS
NE
OREJECTION OF MULTIPATH (ONE ELEVATED)
ProracaTioN _ °HicH PoWER
OSMALL RADIAL Posirion OWipE BANDWIDTH
ERROR

OTANGENTIAL PosiTiON ERROR
INCREASES WITH DisTaNCE

QCOMPLEXITY OF COMPUTATION

306




GUIDANCE BY TRIANGULATION
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COMPUTER GENERATED IMAGERY AS APPLIED TO SPACE SHUTTLE
DESIGN EVALUATION AND SYSTEM SIMULATION

W. Marvin Bunker

General Electric Co.
Daytona Beach, Florida

INTRODUCTION

The term, Computer Generated Imagery, covers a broad field. It
can include plotter drawn logic diagrams, CRT alphanumeric displays,
"wire figure" drawings, and simulated radar displays, among others. It
also should include simulated out-the-window visual scenes showing
solid objects in true perspective and in color. This last category‘of
image generation — Visual Scene Simulation — is the subject of this
paper. |

Visual scene simulation is, of course, also accomplished by other
techniques, suchras movable TV cameras working in conjunction with
three-dimensional models, and projection of moving pictures of actual
scenes. Because these techniques have limitations in flexibility,
dynamic realism, extent of gaming area, depth of field, difficulty of
environment preparatjon and modification, provision for specia1 effects
such as weather variation, and reliability, effort has been directed
toward improved techniques. 1t has long been evident that an all-
electronic system, in which the environment definition is stored as
numbers in a computer memory and the scene is formed via mathematical
operations on these numbers, could either eliminate or greatly relax
these limitations. Effort applied to improve efficiency of the computa-
tional algorithms required to generate a scene has been paralleled by
advancements in cifcuit element speed and functional complexity per chip.
These improvements havé simplified the equipment to implement.suéh com=-
puter generated image systems to the point where they are now feasible

for a variety of applications.
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Image Generation System

Figure 1 shows in simplified form the principles of scene
formation. The objects comprising a scene are formed of faces with
specified color. The faces, in turn, are formed by straight Tine
segments referred to as edges. The computational task consists of
determining the images of those portions of edges falling within
the current viéw window, resolving priority conflicts where one
object is wholly or partially obscured by another, and arranging

this information in scan-element order to form the image.

VIEW PLANE CONCEPT
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Figure
environment
ates of the
edges. The
visual cues

determining

2 shows the way in which the objects forming the

are modeled by specifying the three-dimensional coordin-
vertices of the edges. The hangar shown is formed by. 26

number of edges required to adequately portray the
in a given application is a significant factor in

the total equipment needed.

'OBJECT DESCRIPTION
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System Features and Capabilities

Figure 3 shows three scenes from a system delivered to NASA
about three years ago. The illustration shows the type of scenes
that can be achieved within the 240-edge capability of that system. .
To change from the airport runway to the docking simulation and then
to the carrier scene involves only changing contents of a core memory.
Further, the edge Timitation applies to the portion of environment in
effect at any one time, not to the total involved in the exercise.
This capability could be readily applied to a Space Shuttle simulation.
Separate enviromments applicable to various phases of the mission
could be transferred from a masé store to the core at appropriate

times without interrupting the exercise itself.

Since that system was delivered, designs have been blocked out
for §ystems.w1th 6 to 12 times the edge capability and with juxta-
posed multiple displays for wider fields of view. Moreover, the total

racks of equipment will be less than the earlier system.
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Figures 4 and 5, taken from a static scene generator, show the

type of scenes achievable with increased edge count.

The lack of Timitation on the dynamic capabilities of this tech-
nique may be indicated by considering that the system is generating an
entirely new picture each 1/30 second from the environment definitfon
and view window definition applicable at that time. There are ho
limitations on the magnitude by which either or both of these mﬁy
change during each such interval. Further, when multiple view windows
are defined, they may be associated with different viewpoints. This
makes possible such exercises as "dogfight" simu]ations, a Space ;
Shuttle launch and separation exercise with valid visual scenes for
both the Jlauncher and the shuttle, or similar simulation of rendezvous

and docking with the Space Station.
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The all-electronic nature of the process lends itself readily
to adding such features as simulation of an Electronic Attitude

Director Indicator, as shown in Figure 6.

These features and capabilities suggest several ways in which

Computer Generated Imagery might be applied effectively to the Space

Shuttie program.
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Space Shuttle Appliications

System dynamics at the pilot-controls interface are a function of
vehicle dynamics and control system characteristics. Determining
actual pilot performance under various conditions with different system
dynamics simulated shou]d provide significant inputs to the decision-
making process. The validity of these results is a function of the
realism of the simuiation and of its flexibility in simulating a.variety
of conditions both normal and abnormal. Computer Generated Imagery

could provide the required characteristics.

Visibility from the Sbace Shuttle will be a function of window
area and landing attitude, among other factors. Structural integrity
is, in turn, a function of window area and configuration. Window area
required for given pilot effectiveness can be reduced by equipment such
as the Electronic Attitude Director Indicator mentioned earlier. Here,
again, as with vehicie'dynamics, a high degree of realism and flexi-
bility is required to assure high-confidence-level results from evalu-

ating various combinations of those factors.

Similarly, design evaluation to determine the effect of critical
factors on performance during launch, separation, docking, orbital
transfer, reentry, and landing can be effectively accomplished. Later,
after vehicle design is complete, a comparable evaluation may be made
in simulations of proposed new missions. Certainly, application of

the system to training is virtually unlimited.

321




R

Availability

To repeat., equipment performing the described functions has been
delivered to NASA and is in use. Subsequent design effort has been
directed toward improving efficiency and removing limitations associated
with that system. This recent effort is reaching maturity. A labora-
tory version of equipment incorporating current CGI concepts is being
fabricated. This includes the design and procurement of several special
MOSFET LSI chips which are essential {n achieving the most effective
ratio of system capability to équipmeni éomplexity; " The laboratory
version is a prototype of the advanced image system which, in a pro-
duction model, can perform the Space Shuttle program functions discussed

here.
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SOLID-STATE POWER MANAGEMENT -

I. Rakofsky

Grumman
Bethpage, New York

Introduction

Grumman has engaged in extensive analytic and design studi(_es of contactless
solid-state electric power management systems for advanced aerospace vehicles, A

contactless electric power management system will:

e Replace all convertional electromechanical switching devices (switches,
relays, circuit breakers) with functionally equivalent static devices and/or
circuitry

e Use low-level, digital, solid-state concepts to implemernt cortrol logic
e Incorporate multiplex data transmission for transmission of signals

e Include fault detection/isolation test capability

9?2

e Use digital data processing techniques for power control, power management,

system test, and data transmission integration

The anticipated benefits of the system are:

e Wire Weight Reduction - resulting from shorter wire runs, smaller wire
gizes, and multiplexing

e Flexibility - facilitates reconfiguration without extensive rewiring

e Space Conservation - a consequence of reduction in wire bulk, elimination
of electromechanical components, use of microelectronics

e Enhanced Performance - improved circuit protection leading to increased
safety; optimum power utilization

e Reliability - electromechanical devices, with moving contacts, are inherently

less reliable and have shorter lifetimes than static devices; redundancy .
e Maintainability - is enhanced by self-test capabilities and greater reliability

e Producibility - installation is simplified through reduction of wiring bulk and
improved routing, which require less hardware and structural modification

e Cost-Effectiveness - lower total lifetime costs
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Conventional Electromechanical Power Distribution & Control

Conventional power distribution, control, and circuit protection are accom-
plished by devices with moving, separable mechanical contacts. Contact actuation
may be initiated manually, mechanically, electrically, thermally, pneumatically,
etc. Control logic is accomplished, at the power level, by physically wiring be-~
tween the contacts to form the appropriate logic equation.

Electromechanical switching devices have a relatively short operational life
expectancy (when compared to static devices), which is a function of mechanical wear,
contact erosion, and degrading effects of the operational environment. Thermal .
circuit breakers, which are the most commonly used protective devices, are gener-
ally unpredictable and unreliable.

The nature of contact operation, abrupt turn-on/turn-off and contact bounce,
produces large transient voltages and problems of electromagnetic interference.

Fig. 1 is a schematic of a typical power distribution/control system for an
SSV "Orbiter, " utilizing "state-of-the~art" in power source, control, and utilization
equipment technology.

Basic power is 28 Vdc supplied by fuel cells during orbital flight, cryogenic-
fueled turbine-driven brushless dc generators during aerodynamic flight, or external
power during ground operations. Batteries provide for transient power demands and
start-up power. Required ac power is supplied thru inverters from the de busses.

Essentially, the power systems are redundant since each power gource is capa-
ble of supplying the entire electrical demand for its intended mission usage. Under
normal conditions, the active power sources are isolated from one another and each
supplies approximately half the demand. Upon loss of one power source, all loads
are transferred to the remaining active power source. Experience has shown that
normal development and growth will eventually result in a power demand excegding
the capabilities of a single power source. Therefore, monitor busses are shown,
Low priority loads are connected to these busses, which are deactivated when only
a single power source is available. Basic bus control is by means of solid-state
electromagnetic contactors and relays.
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SSV ELECTRIC POWER SYSTEM - ELECTROMECHANICAL SWITCHING
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Fig. 2 schematically typifies the distribution and control of power to the utili-
zation equipment. As shown, all switching and control functions are accomplished
with contact-type devices. Control and distribution of power to the utilization equip-
ment is by means. of (and through the contacts of) manual switches, mechanically
activated switches, relays, etc. The necessity for specific functional location, crew
access and supervision, maintenancé, and the requirement that wire must be sized to
the load requirements and circuit protector capabilities results in wiring systems

that are heavy and bulky.
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Solid-State Power Management

A solid-state power management system replaces all moving contacts with static,
solid-state devices. Allcontrollogic and circuit protection functions will use solid-state
concepts, thus eliminating electromechanical relays and circuit breakers., Since digital
solid-state concepts are used for logic and control, data multiplexing techniques are used

for the transmission of stimulus and control signals to minimize signal and control wiring.

Digital data processing techniques are used to perform logic, control,- multi-
plex, and test functions. Power management is provided by a programmed load

_priority assignment.

Fig. 3 is a schematic of a solid-state functional equivalent of the electrome-
chanical system shown in Fig. 1. New device terminology is introduced: bus con-
troller, load controller, signal source, data processor, data terminal, load center,

gignal center, etc. Each will be more fully discussed.

Note that the bus switching circuitry differs from the electromechanical system.
This is a consequence of the characteriatics of solid-state switches: there is no ‘
equivalent of the normally closed contact of a side-stable relay, and solid-state de-
vices conduct in one direction only. The control logic equations for the bug control-
lers are stored in the central data processor and are implemented on the basis of
input signals from the controls and display panel and the power source control units

(via remote data terminals, data bus, and master data terminalj.
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Fig. 4 is a schematic of a solid-state functional equivalent of the electrome-
chanical system shown in Fig. 2. Power to the utilization loads is controlled by load
controllers acting on commands received (via the data bus and remote data terminal)
from the central data processor, which stores the load control logic equations and
implements them on the basic of input signals from signal sources and/or controls
and display panel. The load controllers are also circuit protectors and will transmit

a signal to the panel when a fault occurs.

Note that the monitor busses are eliminated because the program management
logic stored in the central data processor will act to inhibit individual load controllers

when available power is less than demand.

Wiring from source to load is by the shortest practical route, thus minimizing
wire length and, consequently, weight. In addition, solid-state circuit protection is

more precise, permitting reduction in wire size and weight.
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Electromechanical Power System Elements

APU 1, APU 2 Auxiliary Power Units. Cryogenic~fueled turbine

APU 1/CA, , Auxiliary Power Unit Control Assemblies. Monitor and control
APU 2/CA operation of APU

Gen 1, Gen 2 Brushless dc generators driven by APUs

GCU 1, GCU 2 | Generator Control Units. Monitor and control generator out-

put. +28 Vdc to S1/87 when operational parameters and power
quality of associated generator are correct.

FC1, FC2 . Fuel Cells

FC 1/CA, FC 2/CA Fuel Cell Control Assemblies. Monitor and control fuel cell
operation and output. +28 vdc to S2/56 when operational para-
meters and power quality of associated fuel cell are correct.

Batt 1, Batt 2 Batteries, nickel-cadmium

BC/CA Battery Charger Control Assembly. Monitors battery para-
meters and controls charge/discharge. +28 Vde to 83/85.

XP External Power

XPM External Power Monitor. +28 Vdc to 84 when external power
quality is correct

Inv 1, Inv 2 DC~to-ACInverters. +28 Vdc to SS/S? when power quality of
associated inverter is correct.

K1 thru K7 DC bus contactors
K8, K9 AC bus contactors
K10 ’ Monitor bus relay
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Signal Center With Signal Sources

Signal sources are contactless counterparts of electromechanical switches which
produce a digital output (logic "1 or "'0") as a result of an input stimulus. A signal
gource consists of a transducer (which converts the input stimulus to an appropriate
electrical signal) and a signal conditioner (which converts the electfical signal to a
digital format). The transducer and signal conditioner may form a singular entity or
may be housed separately.

Input stimuli may result from: manual actuation (toggle, pushhutton, etc), the
relative proximity of moving elements, an electrical quantity, temperature, pressure,
etc. In all cases, inputs which affect power switching functions are conditioned to the
go/no-go digital format. The specific form or configuration that a signal source will
take is dependent on: the action or quantity to be sensed, the ambient environment,
reliability, maintainability, total cost, ete.

Signal sources are wired directly to signal centers which are strategically lo~
cated to service many signal sources in groups of 32, 64, 96, etc. The signal center
will contain signal conditioners, as required, and means for interfacing with the data
transmisgsion system.

Remote data terminals located at signal centers arrange the inputs from signal

sources into correct format for transmission to the central data processor.
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Load Controller (Solid-State)

Load controllers are single-pole single-throw solid-state switches which com-
bine the functions of electromechanical relays and circuit bfeakers. Théy act on low-
level command signals from the cehtral data processor to energize or de-energize
their associated electrical loads. Overload current protection is achieved by solid-
state techniques.

The essentials of a load controller are:

e A solid-state load switch
e A current sensor

e Control circuitry

Preliminary analysis of a typical spacecraft electrical system shows that 85%
of all loads are less than 10 amp (ac or dc) and 65% are less than 5 amp. Because
the size and weight of a solid-state load controller are largely a function of the load
current rating,. reduction in size and weight per load function can be achieved by an
integrated packaging approach. This will permit maximum use of MSI, LSI, sharing
of common furictions, and redundant techniques for increased reliability.

e Fesoe
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Load Center (With Power Cohditioning)

Load controllers are located at load centers, strategically placed to service
groups of loads with 2 minimum of power wiring. A load center contains: load con-
trollers with current ratings appropriate to the associated loads, local power con-
ditioning, and means for interfacing with the data transmission system.

The remote data terminal receives, decodes, and routes command (on/off) sig-
nals for the load controllers. It also formats and transmits "overload/trip" signals
to the system control center. (Note that the load switch status - cohducting or non-
conducting - can also be sensed and transmitted, if desired.) '

Power conditioners convert standard source power to the specialized require-
ments of loads, remote data terminal, and load controllers.
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Central Data Processor

The processor is the heart of the contactless power management system. It
contains: the load control logic equations, the power mangement monitoring func-
tions and load priority program, the BITE program and data storage, the data trans-
mission system master control, and the necessary interface control circuitry.

The load control logic is a non~destructive read-only memory containing the
individual load control logic equations, It may be electrically 'avlterable from ex-
ternal GSE. Input signals from the signal sources are processed by the load control
logic to generate command signals for transmission to the load controllers. The
extent and level to which built-in-test are implemented is largely a function of system
reliability, maintenance concepts, and total cost. It is technically feasible to test all
electrical functions of the power management system, continuously or on command,
but it may be uneconomical to do so. Regardless of the ultimate form, it is antici-
pated the BITE will be used for preflight go/no-go check of the electrical system.

The master data terminal controls the operation of the data tfax}émission 8ys-
tem and is the primary interface between the system logic and the signal sources and
load controllers. It interrogates and receives data from remote input data terminals
at signal centers, load centers, and the control display panel. These data are
appropriately processed by the gystem logic which generates output command signals
for coding and transmission to the load centers and control/display panel, under con-
trol of the master data terminal.
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Control/Display Panel

The panel is somewhat analogous to the electromechanical circuit breaker pan-
el. As presently conceived, it consists of a visual readout and a keyboard to mini-
mize space requirements, improve cognizance, and simplify manual control. The
readout may be video or alphanumeric which will continuously monitor system status
(on, off, fault detection) and provide test parameter display for any selected test
area. The keyboard providés the man/machine interface which allows initiation of
system operation (on/off or reset) and the capability of testing a selected test area.
A remote data terminal, for interface with the data transmission system, is an

integral part of the control/display panel.

Load controller status (on/off or tripped) signals are received for display, while
manually initiated control signals (on/off) or reset are transmitted to the central
data processor,

MULTIPLEX DATA LINE(S) TO MASTER DATA
> TERMINAL
28VDC BEMOTE DATA TERMINAL
POWER I
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POWER PROCESSING AND DISTRIBUTION FOR THE SPACE SHUTTLE CRAFT
Francisc C. Schwarz

NASA-Lewis Research Center
Cleveland, Ohio

INTRODUCTION

The space shuttle craft relies on the electric power processing and dis-
tribution system to transform the power from one form - as produced by the
generator - to other forms - as required by the individual load systems - and
transfer this power from the generator to the corresponding load centers, Un-
interrupted and unfailing availability of electric power to, essentially, all
systems of the craft such &8s 1life support services, guidance, control, commu=
nications, and telemetry - to name a few - 18 mandatory for the safety of
personnel on board and success of the mission. This source of electric energy,
the: power processing equipment and its distribution network, and the internal
power supplies of the significant loads form the system of electric power
supply., A disturbance in this supply process originating anywhere within that
system has the same effect on a specific or on all load systems, It appears,
therefore, fair to say that all elemente of the power supply systems - as pre=
viously defined - are of critical importance for this progrem,

LWECEDING PAGE BLANK NOT FILMED,
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SYSTEM ASPECTS AND ITS TECHNOLOGY

The power processing and distribution systems performs a number of tasks
which are discussed with reference to Figure 1, in deriving electric power
from the generator which 18 to be utilized in the individual loads.

1. The character of the voltage waveform at the generator terminals -
dc or ac at various frequencies - the magnitude of its voltage, and
its static stability rarely match the requirements of any of the
loads, not to speak of their composite needs, This waveform is then
electronically processed to fit the requirements of the actual load
mechanism.

2, The power is transferred through the distribution network consisting
of transmission lines of any length, connectors, power transfer
switches, breakers and similar gear.

3. The power processing and distribution system holds the responsi-
bility for the static and dynamic stability of the electric power
system as a whole, including generator and load, at any time,

One of the significant implementary aspects of this responsibility
is that of detection of impending or occurring faults anywhere in
the system and remedial energy management.

The physical configuration of the system with a given source of electric
energy and established characterization of loads is dominated by the choice
of the type of distributed power, namely ac-or dc power. This choice hae-
profound effects of the quality of supplied power and on the reliability and
maintainability of the system. Once chosen it may become almost impossible
to alter for decades to come because it affects the technology of every sub-
system and even that of component parts in these subsystems, Moreover, it
affects the vested interests of industry and the skills of their concerned
personnel,

Many of the load mechanisms utilize dc power, although certain pieces of
equipment may be envisioned with an ac "front end" that would accept 400 Hz
ac power and transform this to dc power., This technical custom is rooted in
a traditional application of ac distribution systems on air and spacecraft of
long standing.
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The physical effort required to invert the dec voltage waveform emansting
from a bank of fuel cells to ac is illustrated in Figure 2. To the left one
recognizes in succession the results of processes of square wave inversion,
rectification, and filtering. This type of ac power distribution requires a
minimum of modification of the character of the waveform end is therefore -
economical in that sense, It imposes, however, severe constraints on the
bandwidth of impedances in wiring and in assoclated system elements. The
analogous sequence of waveforms resulting in a sinusoidal ac distribution
system is depicted to the right of Figure 2. This type of inversion is sub-
stantially more complex than the secondary generation of square waves., It
usually involves application of complicated pulse modulation or stair case
waveform generation techniques, This leads to cumbersome electronic control
systems and to undue stresses on the power semiconducter switching components.
The net effect is a decreased reliability of power electronics apparatus.
Finally, the precariously '"cleaned" sinusoid - with a specified minimal maxi~
mum distortion - is being rectified and, finally, filtered, Needless to say,
that a very substantial effort is generated for the sole purpose of putting a
sinusoidal voltage waveform through a distribution network which, in fact,
works best under these conditions, provided one has to use an ac distiribution
system, : -

AC VOLTAGE WAVESHAPING
SQUARE WAVE - 1 SINE WAVE

RECTIFIED

FILTERED

342



A striking aspect of comparing ac with dc power distribution systeme is
illustrated in Figure 3. An inverter with a set of primary switches is powered
from a generator, A transmission line transfers the power to a transformer-
rectifier-filter system, Let us assume that one were to stretch the dc feeder
cable which powers the inverter and move this inverter to the right while
reducing the length of the transmission line. 1In the limit, one would even-
tually eliminate the ac transmission line with its transformer windings, and
the two transformers blend into one, The former ac transmission system has
thus been transformer into a dc transmission system with use of exactly the
same type of building blocks. However, the need for generation of a sinus-
oidal voltage waveform that could negotiste the channel of transmission has
been eliminated, and with it the need for a waveshaping process which involves
substantial complexity in power electronics technology. It is added that & dc
distribution system of that kind utilizes a dc¢ to ac to dc transformation
process, which provides inherently, ohmic isolation.
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Certain of these facts are summarized in Table 1,

CERTAMN ASPECTS OF ELECTRIC POWER DISTRIBUTION SYSTEMé

| AC ne

PROVIDES OHMIC ISOLATION YES YES
LOAD MECHANISMS (MAJORITY) bC bC
CONCENTRATION OF CONVERSION |  HIGH | HIGH OR LOW
NEED FOR

VOLTAGE STABILIZATION YES YES

SCALING PARTIAL PARTIAL

INVERSION YES NO

CONVERSION | YES NO

DYNAMIC ISOLATION YES YES
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Further information on certain characteristics of ac and de¢ distribution
systems are summarized in Table II.

COMPARISON OF AC AND DC DISTRIBUTION SYSTEMS
ADVANTAGES & DISADVANTAGES

AC ADVANTAGES DC DISADVANTAGES
SIMPLE VOLTAGE SCALING VOLTAGE SCALING REQUIRES
TECHNOLOGY (TRANSFORMER) MORE COMPLEX ELECTRONICS
WHERE NO REGULATING
FUNCTIONS REQUIRED
AC DISADVANTAGES DC_ADVANTAGES
IMPAIRED RELIABILITY ' IMPROVED RELIABILITY
DYNAMIC ISOLATION REQUIRES BULKY DYNAMIC ISOLATION PROVIDED BY
(400 Hz) BAND PASS FILTERS LOW PASS FILTERS
CONCENTRATION OF POWER NO CONCENTRATION OF POWER
CONVERSION PROCESS CONVERSION PROCESS -
COMPLEX VOLTAGE WAVESHAPING ELIMINATION OF VOLTAGE WAVESHAPING
PROCESSES FOR ALL LOADS (INVERSION & CONVERSION) PROCESSES
‘ FOR DC LOADS '
NEED FOR SINUSOIDAL VOLTAGE WAVE IMPROVED UTILIZATION OF POWER
FORMS TO ACCOMMODATE LINE DISTRIBUTION LINES (WIRE INSULATION
IMPEDANCES & CROSS SECTION)
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The availability of technology is briefly summerized in Teble III. It
is first recalled that the existing and flight proven technology hae not been
established for construction of reusable equipment, In that sense everyone
of the system components will have to be reexamined and requalified down to
procedures on how to harness cables. The capacity of the power system may
increase to a level of 3 to 5 times that of Apollo when spaceborne and to &
yet significantly higher level during reentry and when airborne. These power
levels would require the development of equipment with larger power capacities,
if one were to desire to duplicate Apollo's technology which dates back a '
decade. o v ;

AVAILABLLITY OF TECHNOLOGY *

| AC BC
MULTIKILOWATT CONVERTERS | 2 KW F**  1KWF
MOTORS ALL (400 Ha) F 1 KW SCC™=
SWITCH GEAR AL (400 Ha) F KKWF

CONNECTORS & JOINTS  |NEED IMPROVEMENT | NEED IMPROVEMENT
ENERGY MANAGEMENT - | |

IMPENDING FAILURE NO NO
. ANNOUNCEMENT . : :

FAULT ANNOUNCEMENT YES YES

ACTION CAPABILITY NO NO

“FOR SINGLE SHORT MISSIONS.
**FLIGHT HARDWARE.
=S 0LID-STATE COMMUTATOR
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CONCLUSIONS

Considerations of advancement of techmology, but even more so, feasibil-
ity of the mission within the constraints of reliability, physical weight and
size of the complete power system, its reusability, maintainability and cer-
tainly its cost may turn out to be the dominant consideration which may deter-
mine the decisions of its designers, Another area that could gain significance
is that of compatibility with the space station technology. The motivating
force would be the cost of development of building blocks, their qualification,
the simplification of logistics and the reduced training requirements of per-
sonnel, But, first of all, a power system that satisfies the requirements of
the craft and the associated constraints will have to be devised. The needed
technology needs realistic examination at this time to avoid costly and time
consuming delays during the hardware phase. :
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FUEL CELL TECHNOLOGY PROGRAM N7Gh 40 974

NASA-Manned Spacecraft Center
Houston, Texas

The advanced fuel cell program at the Manned Spacecraft Center in
Houston, Texas is designed to support the primary electrical power
requirements of the space shuttle vehicle in the mid-1970's. The
objective is to advance the technology of hydrogen-oxygen fuel cells
through a rigorous and comprehensive program commencing at the lowest
component and material level and progressing through the fabrication
and test of an engineering model fuel cell and related components

and assemblies.

Two contracts were negotiated by the MSC; one with Pratt and Whitney
AMreraft, South Windsor Engineering Facility (SWEF) of East Hartford,
Connecticut, and one with the General Electric Company of Boston,
Massachusetts. Task I utilizes existing concepts with which the
contractor has significant experience to build an engineering model
(EM-1) fuel cell as a baseline design. This design will be used to
identify open engineering problems related to the baseline and to
perform the effort required for resolution of these problems using.
low-risk approaches. Parallel with this effort is a Task II which

is focused on the identification of concepts which would represent a
significant extension of present capability in terms of 1ife, power,
specific weight and volume, versatility of operation, field maintenance
capability and thermal control, but which avoids high technical risk
approaches. Those conéepts which offer significant improvements will
be exploited in EM-1 where possible, or demonstrated at the component
or subsystem level where such time phasing precludes their incorporation
in the engineering model. Task III is a continuous effort between

the fuel cell contractors, the shuttle Phase B contractors, and NASA
shuttle organizations, This effort will be used to establish a two-

. way information exchange for the purpose of early identification and
assessment of fuel cell/vehicle interface, integration and safety .
requirements, Concuryent with the above tasks will be the normal
complementary engineering tasks such as Relilability, Quality assurance,
Safety and Cost Effectiveness. The overall program requires complete

PRECEDING PAGE Ei &%k MOT FILMED.




formal documentation of design and test results for use in future
programnatic declsions.

PRATT AND WHITNEY TECHNOLOGY

The Pratt and Whitney Program approach is based on combining tech-
nological advancements with the present PC8B-U technology. The PCEB
fuel cell is & low temperature, hydrogen-oxygen fuel cell which
utilized potassium hydroxide electrolyte. The electrolyte is main-
tained in a saturated asbestos matrix supported between two calalyzed
electrodes. The electrolyte matrix and electrodes are formed into a
unitized structure with a plastic supporting frame. The cells have

an active area of .5 square feet each and operate at a current demnsity
of approximately 150 amperes per square foot. The cells are integrally
cooled by circulating water glycol through the cell stack and a liquid-
to-1iquid heat exchanger which interfaces with the spacecraft radiator,
The nominal operating temperature of the fuel cell is 200°F to 240°F.
Proper electrolyte concentration is maintained by removal of the

excess molsture from the recirculating hydrogen strebm. Excess moisture
is condensed and then separated by a centrifugal separator.

Fuel cells of this type have been manufactured in 2.5 KW and 4.5 KW
sizes welghing from 100 to 125 pounds. MSC presently has a 4.5 KW
system scheduled to go on test August 3, 1970, in the Thermochemical
Test Ares of the Propulsion and Power Division,

The EM~1 fuel cell will contain all the basic featurea‘of the afore-
mentioned PC8B plus the “following:

Open-cvcle coolingi Evaporative cooling plates are located in the
cell stack to”facilitate integral cooling by evaporation (boiling)
to space. Water is supplied to the evaporator plates from external
storage tanks.-
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Operation on Propulsion Grade Reactants: Operation on low purity,

low pressure gases will be congidered for the shuttle fuel cell as
a possible means of reductlion in the areas of weight and system
complexity. Operation from low pressure, low purity sources does
result in some performance penalties to the fusl cell and further
system trade-offe are required in this area.

Elimination of rotating electrical components: In order to improve
life and reliebility an effort will be made to eliminate the present

coolant pump and hydrogen recirculation pump. Prototype models of

an oxygen-driven coolent pump and hydrogen jet pump are presently in
test. The preliminary resulis appear promising. The oxygen driven
coolant pump offers a distinct adventage in that the coolant flow

rate 1s directly proportional to the O, consumption (and power output),
thereby eliminating the need for optimlzing at a fixed flow rate as

is presently done with the electrically-driven pumps.

Redundant Heat and Water Removal: As previously stated, waste heat

is removed by either the closed loop, recirculating coolant, radiator
system or by the intercell evaporators. This provides redundant heat
removal capability in the fuel cell. Redundant waste water removal

is achieved through utilization of the normal method of condensation
and removal previously discussed or through controlled venting of the
hydrogen stream. In the venting mode the cell concentration is
maintained by sensing the moisture content of the venting hydrogen.
This is accomplished through wet bulb/dry bulb temperature measurements
in the vent streem. Control logic from these measurements determines
and controls the venting requirements, .

GENERAL ELECTRIC TECHNOLOGY

The General Electric program propeses to advance the technology of
the Gemini end Biosatellite progrems through use of the new stabilized
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"R" membrane, a light back-to-back cell arrangement, improved water
removal techniques and other minor changes and improvements in the
ancillary components.

The General Electric fuel cell is a low temperature, hydrogen—ﬁxygéﬁ
fuel cell which uses a solid polymer electrolyte. The electrolyte
is a perfluofinated sulfonic acid solid polymer developed by Dupont.
The electrolyte membrane, identified as the "R" membrane, appears to
be very stable and does not exhibit the excessive degradation rated
experienced with earlier (Gemini) membranes.

Laboratory testing of the stabilized "R" membrane has resulted in
potential life predictions of 5000 to 10,000 hours with negligible
degradation. This membrane technology coupled with the back-to-back
(common H2 cavity) cell configuration results in a very lightweight
fuel cell stack., Continued efforts in water removal indicate that
water wicking from one side of the cells is adequate and results in

improved cell stacking and purging capability,

A major problem in the Gemini fuel cell, namely electrode bonding
failures which permitted cross leakage of the reactants, appears to
have been solved with the development by the Ar Force of a new
high-temperature, stable adhesive, AF-45.

These cell improvements, in conjunction with 1néorporation of an
"integral cooling loop interfacing with the S/C radiator, voltage
regulation and the design and development of a monitoring and control
unit to facilitate ease of operation and checkout, have the potential

of producing a fuel cell which meets the shuttle requirémenta previously
specified.
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SUMMARY OF PROPOSED PROGRAM

| Em-1 TESTS
(TASK 1} |
SPACE SHUTTLE
: ‘ FUEL CELL
CINITIAL EM-1| | | TECHNOLOGY FINAL EM-1] SYSTEW
CONCEPTUAL AWAgggﬂfﬂT CONCEPTUAL = — ——
DESIGN EXPLOITATION DESIGN
{TASK 1) [TASK 1) (TASK 1)
| LaisoNs |
== COORDINATION
WITH PHASE B
CONTRACTORS
{TASK 1)
FUEL CELL TECHNOLOGY OBJECTIVES
LIFE : 5000 HOURS
POWER « - 0-5 KW, RATED -2,5 KW, AVERAGE
. | o
VOLTAGE - 28 VOLT * 59
SP. WEIGHT - 40-60 LBS. PER. KW.
REPAIR/MAINTENANCE .. FIELD CAPABILITY
START/STOP ' AUTOMATED, NO PRIOR CONDITIONING
REACTANTS , PROPULS|ON GRADE H,-0,
HEAT REJECTION | MINIMUM IMPACT TC S/C
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PRATT AND WHITNEY AIRCRAFT
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FEATURES OF THE EM-1

ALL FEATURES OF THE PC8B

o |INTEGRAL OPEN CYCLE CODLING AT ALL ALTITUDES
o OPERATION ON PROPULSION GRADE REACTANTS
o NO ELECTRIC MOTORS OR ROTATING COMPONENTS

o REDUNDANT HEAT AND WATER REMOVAL SUBSYSTEMS

PURIFIERS
0,

-
"~ 0-DRVEN
COOLANT PUMP

ENGINEERING MODEL FLOW SCHEMATIC

VENT

REACTOR STAEK

Ha |
JET PUMP Ha/Hp0
VENT

— /} ' ‘_
WASTE
HEAT zvmirlulns ﬁ:r‘i'g | PRODUCT

) { SEPARATOR WATER
{CONDENSER]

. R )

COOLKG | t

WATER
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GENERAL ELECTRIC COMPANY

FUEL CELL PROGRAM

THERMAL VALVE
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FEATURES OF THE EM-1

BASIC ACID CELL DESIGN PLUS

STABILIZED 'R' MEMBRANE
LOW WEIGHT SPE CELLS

BACK TO BACK CELL DESIGN
ONE SIDE WATER REMOVAL
IMPROVED BONDING TECHNIQUES
 VOLTAGE REGULATOR

INTEGRAL COOLING SYSTEM

MONITORING AND CCNTROL UNIT
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SPACE SHUTTLE AUXILIARY POWER UNIT (APU) é;

Donald G. Beremand and Harry M. Cameron

NASA-Lewis Research Center
Cleveland, Chio

INTRODUCTION

The Lewis Research Center is presently engaged in a program to
develop the technology that will be required to furnish a hydrogen-
oxygen fueled Auxiliary Power Unit. (APU) for the Space Shuttle, The
requirements for such an APU vary somewhat from one vehicle concept
to another and between the Booster and Orbiter vehicles, However,
all of the Space Shuttle studies have indicated a requirement for
APUs on both vehicles, A review of the project requirements from
the various studies has led to the selection of a representative
set of APU requirements for initial use in the APU program,

The APU requirements are summarized briefly in figure 1,
These requirements have been established to be compatible with
basic Space Shuttle requirements (100 missions), and to reflect
a common APU for both Orbiter and Booster vehicles,

H2—-02 APU REQUIREMENTS

POWER
PEAK, HP, . . ... oot e e 200
NORMAL HP . . . . i i 45
HYDRAULIC . ....... ... .. ... .. ... 4000 PSI, 70 GPM
ELECTRIC .. ........ .. ..., 15 kW, 400 Hz, 120/208 V, 3 PHASE
LIFE, HR . o o e e 1000
ACTIVEMISSION TIME, HR . . . . .. .. oo UP T0 3

NO.OF MISSIONS . . . .. ... i 100
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Requirement for H2-02 APU

Auxiliary Power Units are required on the Shuttle vehicles to
provide both hydraulic and electrical power, Some of the typical
hydraulic power requirements are shown on the sketch in figure 2,
Many of these are typical of standard aircraft hydraulic systems,
Other functions such as engine deployment and possibly rocket
engine gimballing are peculiar to the Space Shuttle vehicles,

HYDRAULIC POWER FUNCTIONS

- ROCKET ENGINE
+7 GIMBALING

- -3~ CONTROL SURFACE

'/ .*" ACTUATION

i
L ENGINE DEPLOYMENT
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In addition to the hydraulic functions, numerous requirements
for electrical power exist, though the total electrical power
requirement is small compared to the hydraulic power requirements,
Those functions requiring electrical power include avionics,
lighting, valve actuation, windshield deicing and fuel boost pumps,
While some of these functions could be supplied by auxiliary drives
off the air breathing engines, many of the critical high power
requirements during the mission occur prior to deployment of those
engines, Thus the choice for sources to furnish these auxiliary
power requirements are essentially limited to APUs or APUs in com-
bination with engine-driven auxiliary systems,

The selection of hydrogen-oxygen as fuel for the APU is hased
on twa key considerations. First, hydrogen-oxygen offers much
lower fuel consumptions than typical monopropellant or hypergolic
APU fuels and thus a substantial potential savings in weight, a
critical consideration for all Shuttle equipment, Second, it
results in commonality of fuel with all other engines on board,
resulting in minimization of ground logistics and offering the
potential for integration of the APU fuel system with other fuel
systems on board, such as those for the Orbital maneuvering system
and the attitude control system, While selection of a hydrogen-
oxygen fuel system for the APU is being reviewed in the Phase B
studies, the choice presently appears to be correct and is not
expected to change unless the APU requirements themselves should
change significantly.

Detail‘Requirements

As stated initially, the requirements for the APU vary from
one vehicle concept to another and between Orbiter and Booster,
Since Booster power levels and operating times generally are
greater than for the Orbiter they will probably control the APU
design.
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A typical mission power profile for the Booster APU is shown
in figure 3, While these power levels are somewhat higher than
shown in the previous summary both are in the range of typical
power levels, The steady load component results from the hydrau-
lic loads required to maintain actuator positions and electrical
loads as required for service power. The spike loads occur as
follows: (a) during ascent for gimballing rocket engines for
thrust vector control; (b) during reentry for setting and main-
taining the elevators for the desired high angle of attack and
deployment and startup of jet engines; (c¢) during flyback for
normal aerosurface flight control; (d) during landing for flight
control, landing gear deployment, and steering,

As can be seen from the power profile the APU will have to
be capable of peak or near peak power operation from sea level to
orbital altitudes, It must, of course, accept whatever conditions
of shock, vibration, and acceleration the vehicle may subject it
to over the full flight. - Acceleration levels will tentatively be
limited to 3 gs for passenger comfort but could be somewhat higher
for Booster reentry since no passenger would be on board. The
thermal environment of the APU will probably vary substantially
during the flight and could range from -60° F to several hundred
® F depending on its location in the vehicle,

The typical Booster power profile of figure 3 represents the
power per APU in an installation of four redundant systems, The
Orbiter power requirements are expected to be somewhat smaller
and could probably be satisfied with an installation of three
redundant systems, In general, the redundancy requirement for
the systems supplied by the APUs on both vehicles is one unit
out-fail operational (continue mission), two units out-fail safe
(abort mission). While we have made no attempt to assign reli-
ability numbers to the APU, it obviously must be an extremely
reliable unit,

Other key design objectives are those of service life and
weight, The vehicle life requirement is for 100 missions and
the mission APU operational time can be up to three hours, The
design life objective has thus been set at 1000 hours, more than
three times the maximum life presently required, System weight
and fuel consumption are obviously important and must be kept to
a minimum, With a payload for the Shuttle in the order of 20-
40,000 pounds it is obvious that an extra 1000 pounds chargeable
to the APUs (as could result from excess fuel consumptlon) would
be a significant penalty,
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Among the more critical requirements for the APU design are
the combination of (a) large power range; (b) peak power operation
from sea level to orbital altitudes; and (c¢) the limited (about
10 percent) operation at peak power,

Typical H-0O APU

Figure 4 shows a typical schematic representation of a hydrogen-
oxygen turbine APU, The major components are the turbine, the com-
bustor, the fuel and oxidizer valves, the heat exchanger for pre-
heating the cryogenic gases with turbine exhaust products and the
control system, The high speed turbine output drives through a
gearbox to an alternator and one or more hydraulic pumps, as well
as parasitic service loads,

TYPICAL APU SCHEMATIC
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Combustor: The combustor burns gaseous hydrogen and oxygen
at off-stoichiometric ratios, since stoichiometry (8/1 oxygen/
hydrogen) would result in temperatures near 6000° F. For long
life reliable turbines temperatures should be limited to 1800° F,
This requires an O/F ratio in the neighborhood of 1/1 with the
excess hydrogen serving as the diluent to soak up heat and reduce
temperature, The product of combustion of an O/F ratio of 1/1
are 55 percent hydrogen and W5 percent steam, The source of
ignition might be a spark plug, glow plug, or a catalyst such as
platinum deposited on an aluminum oxide substrate, The latter
requires no external energy source but is subject to poisoning,
Therefore, spark or glow plugs are favored,

In the selection of the combustor and turbine designs the
choice of pressure or pulse modulation to control power could.
significantly impact the combustor design,

Turbine: The basic turbine will likely be an axial flow
impulse machine with the number of stages depending on the de-
creased pressure ratio and the complexity one is willing to accept.
A full admission continuous flow turbine with a 300 psi gas inlet
pressure would have a mean diameter of 2,5 inches, a blade height
of 0,1 inch, and a rotative speed of 170,000 rpm for the required
power output, Such a machine would be difficult to build and
power extraction would be inefficient, Alternatives are partial
admission turbines in which the gas is admitted through a limited
number of nozzles into a limited blade section, Such a turbine
would be about six inches in diameter, have a blade height of
0.250 inch, and a rotative speed of 64,000 rpm, It would have
two stages, and the angle (sector) of admission would be about
60 degrees, Instead of axial staging the same turbine wheel
could be reentered by the first stage exit flow through appro-
priate ducting, Such turbines have been built and give a reason-
able efficiency after ducting and interstage leakage losses are
accepted, '

Another alternative is the pulse turbine which operates with
full admission, but not continuous flow, Instead, the propellant
flow is cyclically interrupted with on-off pulse durations regu-
lated in accordance with power requirements, This allows the
turbine to be optimized at one design flow rate and thus favors
minimal fuel consumption, One such machine was built by TRW
under contract to NASA to operate with hydrazine and nitrogen
tetroxide, This machine was tested and demonstrated the basic
feasibility of the pulse turbine,

Control System: " The APU control system must maintain the
design of O/F ratio, and fuel and oxidizer mass flow at values
required to match demand power regardless of density changes which
occur as a result of varying inlet temperatures and pressures, The
APU control system must also respond to large, rapid power changes
and could be tied in with the flight control system in order to
anticipate turbine load changes with minimum delay,
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Vehicle Interface

Several major interfaces exist between the APU and the
vehicle, The first, and perhaps most obvious, are the load inter-
faces, A typical redundant hydraulic system supplied by four
APUs is shown in figure 5, As shown, each control surface or
other hydraulically actuated device is driven by three or four
independent actuators from separate APUs as required to satisfy
the fail operational-~fail safe criteria, Obviously, many combi-
nations and variations of this basic approach are possible in-
cluding the use of accumulators to smooth out load pulses and
possibly power transfer units (reversible hydraulic pump-motors)
to allow power transmission from one system to another without
mixing fluids in the independent systems, The electrical load
interface could impose severe problems depending on the fre-
quency control and the degree of paralleling operation that
might be required, particularly since the major loads and load
fluctuations will come from the hydraulic loads,

Another major interface is with the propellant feed system,
There are two extremes of feed systems and many intermediate
arrangements that could be used, First all hydrogen and oxygen
could be taken from other on board systems already gasified and
requiring only minor, if any, temperature conditioning before use
in the APU, At the other extreme, both the hydrogen and oxygen
could be self- contalned in APU tankage alone,

TYPICAL REDUNDANT HYDRAULIC SYSTEM

APU APU APU APU

A] L‘L A] L'IL Al [P (A LP_
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LANDING GEAR
STEERING
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Figure 6 shows two possible propellant supply systems,
Sketch (a) shows a supply which is common with a low pressure
ACS supply located within the main engine tank, Since the main
engine propellants are expended in the first few minutes of flight
the ACS propellants can be expanded and gasified, eliminating the
need for separate APU storage tank and gasifiers, The simplicity
of the system is achieved at the cost of limiting the available
expansion ratio through the turbine thus increasing specific fuel
consumption,

Sketch (b) shows low pressure liquid storage either separate
for the APU or common with other systems with a hydraulic motor-
driven pump to pump ligquid H, to high pressure (300-500 psi),
Pumping power would be about 10 horsepower, well worth the gain
in fuel economy., The low flowrates, .05 - ,2 pounds per second,
would however put us into a pump range for which there is little
Hp experience, The low volume of oxygen would make high pressure
liquid storage practical, and again could be either separate or
common with other systems.

Of considerable importance is the thermal integration with
the vehicle, Use of cryogenic fuels, discharge of high tempera-
ture exhaust gases and potential heat loads to or from the APU
make this an important consideration,

All the above design problems must, of course, be resolved
with designs resulting in an optimum integrated APU system, Not
only must the resultant overall APU be a well integrated unit
but it must also integrate readily and without undue problems into
the vehicle,
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Planned Program

In order to provide the required hydrogen-oxygen APU
technology, the Lewis Research Center has initiated a combined
in-house and contractual effort, The in-house efforts are
presently directed at establishing and maintaining current the
APU requirements based on the Space Shuttle studies, and per-
forming preliminary component and system analyses and evaluation,

At present, contractor proposals are due about July 20
for a two-phase study of a hydrogen-oxygen APU., Phase I of
this effort will be a four-month screening analysis., 1In this
phase parametric analysis of the major system components would
be performed and components and system design concepts screened,
At the conclusion of this phase NASA will select the system
concept which will be pursued in more detail in Phase II,

The Phase II effort would include detail system and com-
ponent analyses and engineering and the generation of detail
system and component layout drawings, Phase I1 is planned as
a six-month effort., Dependent on the results of Phase I, it
might be desirable to perform some experimental evaluations or
verifications of component concepts in parallel with, or as a
part of, the Phase II effort,

It is anticipated that the results of the early Phase B
trade-off studies can be fed directly into the start of the APU
Phase 1 effort. From that point on, frequent crossfeed of in-
formation and coordination between the APU study and the Phase B
Shuttle studies is planned,

It is expected that the APU study effort will indicate
the component and system technology areas which will require
major emphasis in a continuing APU program,

(See figure 7)
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